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Abstract

A subtle difference in context results in totally
different nuances even for lexically identical
words. On the other hand, two words can con-
vey similar meanings given a homogeneous
context. As a result, considering only word
spelling information is not sufficient to obtain
quality text representation. We propose Sen-
tenceLDA, a sentence-level topic model. We
combine modern SentenceBERT and classical
LDA to extend the semantic unit from word
to sentence. By extending the semantic unit,
we verify that SentenceLDA returns more dis-
criminative document representation than other
topic models, while maintaining LDA’s elegant
probabilistic interpretability. We also verify the
robustness of SentenceLDA by comparing the
inference results on original and paraphrased
texts. Additionally, we implement one possible
application of SentenceLDA on corpus-level
key opinion mining by applying SentenceLDA
on an argumentative corpus, DebateSum.!

1 Introduction

What a word conveys can vary significantly in dif-
ferent contexts. It is not just a matter of polysemy.
The word ‘gas’ in the energy-related context con-
veys different sentiments and implications com-
pared to that in the environment-related context,
though lexically identical. As a result, lexical prop-
erty cannot fully explain the difference between
different topics. To discriminate the differences,
extending the semantic unit from word to sentence
or paragraph seems natural and necessary.

On the other hand, different words can convey
similar meanings given similar contexts. Synonym
is a particular example. Identifying similar words
helps NLP models be robust to semantic informa-
tion, not being biased to word spelling. To achieve
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SentenceLDA

1. The frequency of wars between states has
diminished since World War II (...).

2. The ability of countries to cooperate and
resolve their differences through (...) direction
taken by the worlds leading economy.

3. The worlds oceans have been shown to be
less able to absorb and store carbon dioxide and
other greenhouse gases (...).

LDA

1. states, war, world, power, china
2. fish, ocean, species, global, warming
3. would, one, even, years, world, said

Table 1: Difference between sentence-level topic (Sen-
tenceLDA) and word-level topic (LDA), extracted from
DebateSum dataset. SentenceLDA captures various as-
pects of the word ‘world’, e.g. historical (1), political,
economic (2), and environmental (3) aspects. While
LDA only captures a political aspect (1) and separates it
from an environment-related topic (2). LDA sometimes
returns uninterpretable topics (3).

this property, extending the semantic unit seems
also natural and necessary.

Multiple researchers suggested contextualized
word representation by pre-training neural lan-
guage models (PLM, Peters et al., 2018, Radford
et al., 2018 and Devlin et al., 2019) to overcome
these shortcomings. PLM considers the contextual
information by extending the semantic unit to the
whole input text, not a separate word. PLM showed
great improvement in various NLP tasks for the last
five years.

Meanwhile, topic models are useful tools for
corpus-level analysis. Latent Dirichlet Allocation
(LDA, Blei et al., 2003) is one of the most suc-
cessful topic models which combines topic mod-
eling and a probabilistic graphical model. LDA
proposed an elegant generative process by utilizing
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Bayesian statistics to capture corpus-wide topics,
as presented on Table 1. But LDA and most of its
derivatives are still word-level and depend on ex-
changeability assumption between words. It makes
LDA-like models less discriminative between simi-
lar topics that share a similar word distribution. It
also makes them less robust to semantic informa-
tion.

In this paper, we propose SentencelLLDA, a
sentence-level topic model. We successfully
combine LDA and SentenceBERT (Reimers and
Gurevych, 2019) while maintaining its probabilis-
tic interpretation. Our main research hypothesis is
“Does the semantic unit extension of a topic model
from word to sentence return more discriminative
and robust document representation?”” We test the
discriminativeness with a text classification task by
comparing SentenceLDA with various topic mod-
els. We also test the robustness by comparing the
representation of lexical and syntactic paraphrases.
As a potential application, we apply SentenceLDA
on the argumentative corpus to obtain corpus-level
key opinions, as exemplified on Table 1. The re-
sults show SentenceL DA returns a more discrim-
inative and robust document representation than
other topic models.

2 Related Works

Various derivatives were proposed after Blei et al.
(2003) proposed the LDA. One stream of the re-
search was to exploit continuous word embedding
by exchanging the multinomial word distribution in
the LDA with Gaussian distribution (GaussianLLDA,
Das et al., 2015), utilizing linear classifier (Nguyen
et al., 2015 and Dieng et al., 2020), or both (Li
et al., 2016). After the PLMs were introduced,
e.g. ELMO (Peters et al., 2018) and BERT (Devlin
et al., 2019), researchers have explored the possi-
bility of combining the PLMs with classic topic
models. They used the contextual information as
a direct input (Bianchi et al., 2021a and Bianchi
et al., 2021b), knowledge distillation (Hoyle et al.,
2020), or direct clustering (Thompson and Mimno,
2020, Sia et al., 2020 and Zhang et al., 2022). But
this line of research focuses on improving the word-
level topic model, not considering sentence-level
information.

Another line of research explores the sentence-
level topic models. One way is to assign a topic to
each sentence and sample words from the sentence
topic distribution, not document topic distribution,

(Wang et al., 2009, Balikas et al., 2016, Li et al.,
2017 and Jiang et al., 2019). But these models still
assume the exchangeability between words, which
makes a model less effective in discriminating sen-
tences sharing the same words but having different
word orders.

To bypass the exchangeability issue, some
researchers applied a variational auto-encoder
scheme based on RNN or LSTM decoder (Tian
et al., 2016, Nallapati et al., 2017, Wang et al.,
2019 and Rezaee and Ferraro, 2020). As an exten-
sion of this stream, researchers applied PLMs to
obtain more useful sentence representation. But
in the document-generating process, they usually
depend on clustering (Kozbagarov et al., 2021 and
Sastre Martinez et al., 2022) or similarity metric
between sentence and topic embedding (Yang et al.,
2015 and Schneider, 2023). It is difficult to proba-
bilistically interpret the topic embeddings, which
are merely the center of each cluster.

To the best of our knowledge, there is no
sentence-level topic model, extending the LDA
while utilizing contextual information and main-
taining its probabilistic interpretation. Moreover,
there is no work exploring the benefit of the
sentence-level topic model from the view of dis-
criminativeness and robustness.

3 SentenceLLDA: Sentence-Level Topic
Model

To capture a subtle nuance of a word, semantic
unit extension from word to sentence is necessary.
This extension would make a topic model more
discriminative between documents sharing similar
word distribution while containing different topics.
On the other hand, this extension would make a
topic model to be more robust to the semantics of a
document, not being biased toward word spellings.

To achieve these goals, we present our sentence-
level topic model SentenceLDA. Table 2 explains
how SentenceLDA has evolved from LDA and
GaussianLLDA. It is truly a simple modification
from GaussianLDA. Only the unit of process in
2-(b) is changed from ‘word’ to ‘sentence’.

But thanks to the simple modification, Sen-
tenceLDA fully utilizes a Bayesian probabilistic
framework. It is the key difference between Sen-
tenceLDA and other sentence-level topic mod-
els, which utilize clustering and similarity metrics.
As a result, we can fully interpret the resulting
topic distribution from a probabilistic perspective.
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LDA

GaussianLDA

SentenceLDA

1. fork=1to K
(a) Choose topic B ~ Dir(n)

2. for each document d in corpus D
(a) Choose a topic distribution 84 ~

1. fork=1to K
(a) Draw topic covariance ¥j ~
WP, v)
(b) Draw topic
N(/"’? lZk)

K

2. for each document d in corpus D

mean py ~

(a) Draw a topic distribution 84 ~

1. fork=1to K
(a) Draw topic covariance ¥j ~
W HW,v)
(b) Draw topic
N (:u'v lEk)

K

2. for each document d in corpus D

mean i ~

(a) Draw a topic distribution 84 ~

Dir(a) Dir(a) Dir(a)
(b) for each word index n from 1 to (b) for each word index n from 1 to (b) for each sentence index n from 1
Ny Ny to Ny
i. Choose a topic zqn ~ i. Draw a topic zq4,n ~ Cat(6q) i. Draw a topic z4,n, ~ Cat(8q)
Cat(6q) ii. Draw  word V4, ~ ii. Draw sentence Vg,  ~
ii. Choose word wp, ~ Nptzyr B2y) Ny, Bzy.,)
Cat(B-,,,.)

Table 2: Hypothetical data-generating process of each algorithm. K is the number of topics, Ny is the number of
words in document d, Dir is a Dirichlet distribution and Clat is a categorical distribution. W1 is an Inverse-Wishart

distribution and A is a normal distribution.

For example, we cannot probabilistically interpret
the center of each topic cluster returned by other
sentence-level topic models. In this perspective,
each sentence is just ‘a point which is close to
the center of a topic cluster’. But SentenceLDA’s
topic embedding is the mean and mode of each
Gaussian topic distribution, and each sentence is
a random sample from the topic distribution. We
can also obtain the variance of each topic distri-
bution, unlike other sentence-level topic models.
As a result, SentenceLDA succeeds LDA’s ele-
gant document-generative process while consid-
ering sentence-level information.

Moreover, SentenceLDA can fully utilize
sentence-level information. By utilizing the
sentence-level information, SentenceLDA is not
biased toward word spelling. Consequently, Sen-
tenceLDA can discriminate documents having dif-
ferent topics while sharing similar lexical distri-
bution. Moreover, since SentenceLDA does not
assume exchangeability between words, it can cap-
ture the difference between two sentences sharing
the same words but having different word order. On
the other hand, SentenceLDA can robustly capture
the semantics of two documents sharing the same
meaning but having different lexical distributions
or syntactic structures. As a result, SentenceLDA
returns a more discriminative and robust document
representation by considering sentence-level infor-
mation. We evaluate these properties on Section 4.

We assume the existence of a feasible encoder
fene to encode each sentence into embedding space.
Also, we need a decoder fy.. to decode the sen-

tence embedding to a natural language sentence.
We can improve the SentenceLDA by exchanging
the encoder and decoder thanks to its modular struc-
ture. For implementation, we use SentenceBERT
(Reimers and Gurevych, 2019) (all-mpnet-base-v2)
as an fe,. and fine-tuned GPT2-XL as f4... For
the topic model parameter inference, we utilize the
collapsed Gibbs sampling with Cholesky decompo-
sition as GaussianLDA, which is presented in Das
et al. (2015).

4 Experiments

4.1 Setting

Compared Methods: We compare two word-
level topic models, one sentence-level topic model,
and one hybrid topic model with our SentenceLDA
(SLDA).

* LDA (Blei et al., 2003): The original LDA
introduced in Table 2. We utilize the gensim
library.

e GaussianLDA (GLDA, Das et al., 2015):
Word-level GaussianL DA introduced in Ta-
ble 2. We utilize Python implementation?
with 300-dimension Word2Vec embedding
(Mikolov et al., 2013) pretrained on news cor-
pus (word2vec-google-news-300).

* ContextualTM (CTM, Bianchi et al., 2021a):
Extended version of ProdLDA (Srivastava and

Zhttps://github.com/markgw/gaussianlda.
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Sutton, 2017), a neural topic model, employ-
ing PLM. It takes a Bag-of-Words and con-
textual embedding vector as input. We use
SentenceBERT embedding as ours since our
goal is to compare how well the model han-
dles the contextual information. We use the
official implementation.?

¢ SenClu (Schneider, 2023): Sentence-level
topic model which directly uses Sentence-
BERT embedding of each sentence in the gen-
erating process. Unlike SentenceLDA, Sen-
Clu computes the likelihood of a sentence
given a topic with a similarity metric between
sentence and topic embeddings. We also use
SentenceBERT like other models and use the
official implementation.*

For word-level topic models, we lowercase doc-
uments and remove non-alphanumeric characters
and stopwords as standard topic modeling practice.
But for SenClu, SentenceLDA, and the contextual
part of ContextualTM, we only apply minimal pre-
processing to preserve the contextual information
in documents. For more details, see Appendix A.

Datasets: We evaluate our framework on two
datasets.

* The 20 Newsgroups (20News, Lang, 1995):
The 20News dataset consists of 18,846 doc-
uments with 6 coarse-grained classes and 20
fine-grained classes. We split the dataset into
training (60%) and test (40%) sets and re-
move metadata-related information, as recom-
mended in scikit-learn.> After removing non-
alphanumeric characters, we obtain 18,327
non-empty documents.

¢ The New York Times (NYT, Mekala et al.,
2021): The NYT dataset consists of 11,744
documents with 5 coarse-grained classes and
26 fine-grained classes. We split the dataset
into training (80%) and test (20%) sets, main-
taining label weights, and apply the same pre-
processing as 20News.

20News is a conventionally used dataset in topic
modeling literature, and both 20News and NYT

3https://github.com/MilaNLProc/contextualized-topic-
models.

“https://github.com/johntailor/bertsenclu. Since the author
didn’t provide topic inference code for test documents, we
trained the topic model by merging train and test corpora,
which may give an advantage to SenClu.

Shttps://scikit-learn.org/0.19/datasets/twenty_newsgroups.html.
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Dataset ~ Split ‘ Doc  Sent/Doc  Tok/Doc
Train | 11.0k 12.0 201.5
20News gt | 73k 110 189.9
Train | 9.3k 34.8 688.7
NYT Test | 2.3k 353 692.2

Table 3: Summary statistics for each dataset. Doc is
the number of documents, Sent/Doc is the number of
sentences per document, and Tok/Doc is the number of
tokens per document.

are also widely used in text classification litera-
ture (Mekala et al., 2021, Wang et al., 2021 and
Mekala and Shang, 2020). Summary statistics are
on Table 3.

To divide each document into sentences, we ap-
ply pySBD (Sadvilkar and Neumann, 2020), State-
of-the-Art rule-based sentence boundary detector.
To check which category is classified into which
coarse-grained class, see Appendix B.

4.2 Discriminativeness of Document
Representation

As Li et al. (2016) and Liu et al. (2015), we con-
duct text classification to investigate the discrimi-
nativeness of document representation. To check
the discriminativeness between topics sharing simi-
lar lexical distribution, we divide each dataset into
coarse-grained classes. For 20News, we divide
it into 6 coarse-grained classes, computer, ride,
sports, science, religion and politics. For NYT,
we also divide it into 5 coarse-grained classes, arts,
business, politics, science and sports.

For each training set, we train each topic model
to find 10/20 topics and infer the topic distribu-
tion of each document on the training and test
sets. Then we train a classifier on the training
document’s topic distribution to predict class. Fi-
nally, we check the predictive performance on test
documents. We iterate this procedure 5 times for
each algorithm and compute the mean and standard
deviation of accuracy. Since categorizing 20-26 cat-
egories with 10 topics is infeasible, we only present
20 topics results for ‘All’ category.

SentenceLDA shows more discriminative power
in most cases than other topic models, in both lo-
gistic regression (Table 4) and random forest pre-
dictors scenarios (Appendix C). The same pattern
appears for the F1 score (Appendix D). Especially,
SentenceLDA’s performance dominates CTM and

®https://github.com/nipunsadvilkar/pySBD.



Dataset ‘ Topics ‘ Class ‘ LDA GLDA CT™™ SenClu SLDA (Ours)
Computer (5) | 44.99% (2.68) 24.03% (1.47) 36.34% (4.05) 45.66% (3.35) 42.25% (0.72)

Ride (2) | 64.05% (5.13) 51.92% (0.74) 75.40% 4.91) 73.13% (350) 82.19% (0.84)

0 Sports (2) | 76.61% (7.09)  63.29% (2.02) 84.29% (3.12) 77.33% (13.75) 88.70% (1.53)

Science (4) | 65.03% (232) 30.56% (1.75) 64.11% (3.16)  76.01% 2.01)  78.38% (0.85)

Religion (3) | 49.30% (3.05) 40.89% (0.08) 47.10% (2.60) 54.45% (3.55) 58.64% (0.94)

20News Politics (3) 60.90% (3.21) 37.94% (1.31) 60.80% (3.23) 62.57% (4.14)  68.28% (0.67)
Computer (5) | 43.73% (1.98)  26.65% (139) 37.40% (3.76) ~ 47.69% (3.60) ~ 52.20% (2.25)

Ride 2) | 64.39% (256) 55.13% (0.80) 78.42% (395) 74.34% (250) 80.66% (1.04)

Sports (2) 72.57% (5.19)  63.26% (2.34) 87.40% (2.28) 83.86% (2.61) 88.43% (0.55)

20 | Science (4) | 66.67% (2.12) 34.75% (2.92) 69.06% 2.57) 76.35% (199) 78.64% (0.76)

Religion (3) | 46.89% (122) 40.85% (0.00) 51.74% (1.76) ~ 57.02% (193)  59.96% (1.15)

Politics (3) | 63.06% 2.91) 39.57% (193) 60.91% (5.09) 68.14% (1.71)  71.22% (0.96)

\ | AILQ0) | 37.99% 239) 8.72% (0.35) 34.55% (1.66) 40.91% 2.51) 42.73% (3.51)

Arts (4) | 65.24% (5.41)  39.52% (0.00) 73.90% (4.65) 78.47% (697 93.14% (0.83)

Business (4) | 72.63% (2.72)  46.97% (0.00) 74.24% (3.03)  62.83% (5.93) 74.85% (2.22)

10 Politics (9) 60.20% (2.23)  41.79% (0.00) 61.09% (2.30) 60.40% (5.94) 66.86% (0.67)

Science (2) | 85.26% (6.14)  55.79% (258) 78.95% (1.44)  90.52% 2.11) 91.58% (2.58)

NYT Sports (7) | 91.91% 3.77)  25.72% (0.00) 75.04% (375  71.64% (6.33)  69.33% (3.99)
Arts (4) 71.05% (4.22)  39.52% (0.00) 75.71% (6.10) 85.91% (2.82) 95.81% (0.76)

Business (4) | 72.42% (5.19)  46.97% (0.00) 77.48% (3.52) 75.96% (4.31) 78.48% (1.45)

5o | Poliies (9) | 65.67% 216) 41.79% 0.00) 63.48% (1.85) 69.55% 3.14)  73.13% (1.75)

Science (2) | 78.95% (11.04) 54.73% 2.58) 66.31% (5.37)  80.00% (2.10) 89.47% (3.33)

Sports (7) | 96.59% (0.35) 25.86% (020) 86.24% (1.12)  85.84% (5.88)  89.50% (2.03)

\ | AlL(26) | 82.98% (284) 19.48% (0.25) 70.80% (1.78) 64.86% (624)  65.65% (1.12)

Table 4: Mean and standard deviation of the accuracy of a linear logistic classifier trained on each topic distribution.
The number in the parenthesis next to the Class is the number of categories in each Class, and next to each accuracy
is the standard deviation. The highest score is marked as bold, and the second highest score is marked with underline.

SenClu as well in most of the tested classes, though
they utilize the same SentenceBERT. The result
suggests that SentenceLDA is a promising way to
combine modern NLP techniques with classic topic
models.

One notable point is that topic models consider-
ing contextual information, CTM and SenClu, out-
perform other word-level topic models. It shows
the importance of sentence-level information to
obtain discriminative document representation.

The weak classification performance of Gaus-
sianLDA was previously reported (Li et al.,
2016). We verify that the GaussianLDA returns
nearly identical distribution to any document (See
Appendix E). Though GaussianLDA and Sen-
tenceLDA share the nearly same generative and
inference algorithm, significant improvement is
achieved by modifying the model’s unit from word
to sentence. It is encouraging since only a few
modifications to the GaussianL.DA source code are
applied to implement SentenceLDA.

One outlier case is NYT-Sports, where the Sen-
Clu and SentenceLLDA significantly underperform
other word-level topic models. Since 73.5% of

NYT dataset belongs to Sports-related categories,
they show worse performance on ‘All’ category,
consequently. For the error analysis, we compare
it with the LDA result and find out that extracted
topics are biased toward the baseball category. We
present the error analysis on Appendix F.

To check the relationship between a sentence
embedding and SentenceLDA, we implement abla-
tion studies on Appendix G and Appendix H. We
find out that SentenceLDA returns a more gener-
alizable document representation than a sentence
embedding itself.

4.3 Robustness to Paraphrasing

Paraphrasing is to express the meaning of a text us-
ing different words or expressions while maintain-
ing its original semantics. To robustly process the
contextual information, a topic model should main-
tain its original topical inference on paraphrases.
Here we introduce a novel task that measures the
semantic robustness of a topic model with para-
phrasing. First, we paraphrase the 20News and
NYT in two ways.

* Lexical: Substitute words with synonyms cap-
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‘ ‘ Lexical ‘ Syntactic
Metric ‘ Corpus ‘ Topics ‘ LDA GLDA* CTM SLDA ‘ LDA GLDA* CTM SLDA
20News 10 0.1868 0.0109 0.1475 0.1689 | 0.0765 0.0096 0.1319 0.0743
D W 20 0.2214 0.0210 0.1636 0.2223 | 0.0909 0.0156 0.1471 0.1020

sum

NYT 10 0.1814 0.0122 0.1645 0.0808 | 0.0342 0.0048 0.1222 0.0346
20 0.1823 0.0133  0.1747 0.1352 | 0.0434 0.0090 0.1386 0.0594
20News 10 0.7460 0.9360 0.5487 0.8286 | 0.8971 0.9500 0.5872 0.9259
- 20 0.7319 0.9014 0.5765 0.7748 | 0.8875 0.9329 0.6096 0.8973
NYT 10 0.7626  0.7790  0.5506 0.9145 | 0.9237 0.9548 0.5973 0.9587
20 0.7647 0.8757 0.5149 0.8624 | 0.9194 0.9406 0.5454 0.9326

Table 5: Robustness to paraphrasing. The lower Dy, and higher 7 represent better robustness.

tured by the WordNet (Miller, 1992). We only
utilize the word with Wu & Palmer similar-
ity (Guessoum et al., 2016) with the original
word higher than 0.5.

* Syntactic: Parrot paraphraser (Damodaran,
2021) is a TS (Raffel et al., 2020) based para-
phraser trained on various corpus. It tends
to mainly modify the syntactic form of a sen-
tence while maintaining the original vocabu-
lary.

We use two metrics to measure the topic distri-
bution change before and after the paraphrasing.
The first one is a naive summation of the abso-
lute difference between two topic distributions, i.e.
Dsum(P,Q) = L K | |P; — Q. If two distribu-
tions P and () are totally different and do not have
anything in common, Dy, (P, Q) = 1, while if
two distributions are identical, Dgyn, (P, Q) = 0.
The second one is Kendall’s rank correlation 7
(Kendall, 1938). It ranges from -1 to 1 showing the
consistency of rank between two distributions. We
exclude SenClu since the source code does not sup-
port inference on unseen paraphrased text. Gaus-
sianLDA is marked as a star sign since it returns
nearly identical topic distribution for any document
as mentioned on Section 4.2.

The result shows SentenceLDA is robust to both
lexical and syntactic changes if the semantics of
the text are preserved as presented on Table 5.

For Dy, - Lexical case, ContextualTM and
SentenceLDA outperform the word-level topic
model, LDA. It is a reasonable result since LDA
utilizes only word spelling information, as a result,
changes in words highly affect the LDA. Contex-
tualTM shows robustness on 20News while Sen-
tenceLDA works better on NYT. Since they uti-
lize contextual information and sentence-level em-

bedding, they are not relatively affected by lexical
changes.

For Dgy.m, - Syntactic case, LDA outperforms
other topic models. It is also reasonable since syn-
tactic paraphraser tends to maintain original vo-
cabulary, mainly modifying word order. (98.72%
of words in 20News paraphrase is observed in the
original text, and 97.75% for NYT.) As a result,
the word-level topic model LDA with exchange-
ability assumption is the most robust for this task.
But SentenceLDA shows comparable robustness to
LDA though it does not assume the exchangeabil-
ity. Meanwhile, ContextualTM shows the worst
robustness though it also considers contextual in-
formation like SentenceLDA.

For 7 case, SentenceLDA shows the highest rank
correlation in all cases. ContextualTM significantly
deteriorates than Dy, case. We presume that Con-
textual TM usually predicts a relatively flat distri-
bution. As a result, the mean distribution change
D gy, for ContextualTM is modest while the topic
rank dynamically fluctuates. To verify this, we
measure the entropy of each topic distribution and
Contextual TM shows consistently higher entropy
than other topic models (See Appendix I). Mean-
while, as observed in Dy, case, LDA shows a
high correlation for syntactic paraphrasing while a
lower correlation for the lexical case.

4.4 Qualitative Evaluation

To check the extracted topics of the SentenceLDA,
we train GPT2-XL (Radford et al., 2019) in an auto-
encoding scheme. In other words, we train GPT2-
XL to reconstruct a sentence from the Sentence-
BERT embedding of the sentence. We use Hug-
gingface Transformers implementation of GPT2-
XL’, on WikiText-103 corpus (Merity et al., 2016),

"https://huggingface.co/gpt2-xl.
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Dataset | Model | Category |

Extracted Topics

Many immigrants in the United States are concerned about the lack of legal access to
SLDA immig. health care and other social services in their communities, and the recent push for a
comprehensive immigration reform bill has only increased these concerns.
NYT-politics — ———— -
immig. said, immigrants, immigration, border, major, hasan
LDA ACA health, care, insurance, people, coverage, medicaid
budget said, alexis, navy, bill, like, states, north, year
In the meantime, the New York Philharmonic Orchestra has staged a series of
SLDA music concerts with the Vienna State Opera under the baton of the celebrated composer,
with music by Bartk, and with a libretto by Richard D Oyly Carte.
NYT-arts - - — -
television like, show, one, said, shows, television, series
LDA dance new, orchestra, britten, two, festival, one
music said, new, ballet, music, opera, ms, dance

Table 6: Extracted topics from NYT dataset by SentenceLDA and LDA. We highlight overlapped keywords with
different colors for different topics from LDA. immig. is the immigration category, ACA is the Affordable Care Act
category, and budget is Federal budget category in NYT dataset.

which consists of 28.5k Wikipedia articles and 100
million tokens.® Though we can use a corpus-wise
decoder trained on 20News and NYT, we choose
to use a Wiki-based corpus to obtain a decoder that
can handle general information. Here we concen-
trate on LDA and SentenceLDA since LDA shows
the best performance on classification tasks among
word-level topic models.

We arrange the extracted words or sentence-level
topics which are decided to be important for clas-
sification. Since we use a simple linear logistic
regression model, it is easy to extract important fea-
ture topics, just by sorting the weight matrix. We
present selected results for NYT dataset on Table 6.

From the table, we observe a topic sentence ex-
tracted by SentenceLDA includes words from vari-
ous topics extracted by LDA. Especially, for NYT-
politics, though the extracted sentence belongs to
immig. category, it contains the word ‘health care’,
which seems valid to be included in ACA (The Af-
fordable Care Act) category by itself. But with the
given context, ‘the lack of legal access to health
care’ for ‘immigrant’ is more appropriate to be in-
cluded in immig. category, since it is more about
the ‘immigrant’, not the Affordable Care Act.

Likewise, for NYT-arts, LDA classifies the word
‘series’ into a television-related category, maybe be-
cause of the word ‘TV Series’. But as shown in
the extracted topic sentence from SentencelLDA,
the word become totally different meaning with
the given context, ‘series of concerts’. It shows
that considering only word-level information is in-

8https://blog.salesforceairesearch.com/the-wikitext-long-
term-dependency-language-modeling-dataset/.

sufficient and easy to be biased to the spelling of
the word itself, while sentence-level information
can consider rich contextual meaning in each word.
In conclusion, SentenceLDA can discriminate the
same words in different contexts.

S Application: Key Opinion Mining from
an Argumentative Corpus

Utilizing the discriminative power and robustness
of SentenceLDA, we can robustly discriminate sub-
tle nuances of a word in different contexts. One
domain where capturing subtle nuances of words is
important is argumentative corpus. In an argumen-
tative corpus, word senses are complexly entangled.
For example, the word ‘Korea’ may contain totally
different senses when the given context is economic
development, democracy, human rights, or nuclear
weapons.

Many researchers applied topic modeling to
opinion mining-related tasks, e.g. sentiment clas-
sification (Vamshi et al., 2018), social community
detection (Chen et al., 2017), and opinion sum-
marization (Isonuma et al., 2021). However, the
majority of these researches are limited to social
media texts or product review datasets, which are
relatively short and straightforward, unlike argu-
mentative corpus.

Meanwhile, in the argument mining domain, re-
searchers have utilized topic modeling techniques
to access external knowledge through knowledge
graph (Li et al., 2021) or to classify each sentence
into argumentative unit categories (e.g. claims, and
premises) in supervised (Habernal and Gurevych,
2015) and unsupervised manner (Ferrara et al.,
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Model |

Extracted Topics

1. With the war in Ukraine, Russia has not been able to count on the United States and Europe to keep Moscows
feet firmly to the fire, much less to revive the stalled SinoRussian economic cooperation.

SLDA | 6. As China grows more powerful, it is increasingly at odds with Japan, which has a strong economic stake in the

Sea.

success of SinoAmerican relations and is understandably nervous about Beijings intentions in the South China

10. The worlds oceans have been shown to be less able to absorb and store carbon dioxide and other greenhouse
gases, and the number of species known to be experiencing reduced populations has been rising since the 1950s.

LDA

00 O\ L W =

. nuclear, would, weapons, iran, war, states, could, us, one, attack

. fish, ocean, one, species, global, change, said, also, data, warming

. energy, oil, gas, us, said, prices, also, years, new, industry

. china, us, military, russia, trade, said, japan, security, new, would

. states, war, world, power, china, conflict, economic, political, united, global

Table 7: Extracted topics from DebateSum dataset - ‘Impact Defense Core’ topic. We highlight overlapped keywords
with different colors for different topics from SLDA. Numbering is arbitrary.

2017). In both ways, topic information is used
as one of features. But, by the nature of topic mod-
eling, we can extract key topic words composing an
argumentative corpus with word-level topic mod-
els. By using the SentenceLDA, we can extract key
topic sentences that can be regarded as key opin-
ions of the corpus. To the best of our knowledge,
there is no research extracting key opinions from
an argumentative corpus using a topic model.

To explore the possibility, we apply the Sen-
tenceLDA to DebateSum dataset (Roush and Balaji,
2020). DebateSum dataset consists of 187,386 de-
bate documents extracted from the National Speech
and Debate Association over a 7-year period. Since
it includes multiple heterogeneous debate topics
from national defense to LGBT, we filter it with
the keyword ‘Impact Defense Core’. As a result,
we obtain 762 debate documents with 12,957 sen-
tences. We apply SentenceLDA and LDA with 10
topics, and the result is on Table 7. To decode the
sentence embedding, we train another GPT2-XL
on the DebateSum corpus.

Though the LDA captures ‘war’ (1), ‘russia’
(6), ‘economic’ (8) as separate topics, the first
topic from the SentenceLDA captures a more nu-
anced topic related to the Ukraine war and its
economic consequences related to western coun-
tries. Likewise, the LDA captures ‘ocean (sea)’
(3), ‘china’ and ‘japan’ (6), and ‘economic’ (8)
separately, while the sixth topic sentence from the
SentenceLDA captures the complicated relation-
ship between the words from economic history to
current dispute on the South China Sea between
China and Japan. The LDA classifies ‘gas’ (5) into
an energy-related topic and separates it from the

environment-related topic (3), but the 10th topic
sentence from the SentenceLDA shows that ‘gas’
can be used in the context of the earth’s environ-
ment.

In summary, the SentenceLDA enables us to
obtain a more nuanced and comprehensive under-
standing of an argumentative corpus because it con-
siders the relationships between words within the
context of the sentence. While LDA can provide
insight into the most frequently occurring words
and themes in the corpus, it may miss important
nuances and variations in meaning that are present
in longer text units.

6 Conclusion

We introduce SentenceLDA, a sentence-level topic
model combining modern sentence embedding
techniques with a classic topic model. With a
simple modification from LDA and GaussianLLDA,
SentenceLDA succeeds LDA’s elegant probabilistic
interpretability. We demonstrate that the sentence-
level topic model can return more discriminative
and robust document representation compared to
word-level topic models. We evaluate the discrimi-
nativeness with a text classification task by compar-
ing topic models on two classification datasets. As
a result, SentenceLDA significantly outperforms
other models by not being biased toward word
spelling but considering word sense in context. By
evaluating the robustness of each model with the
paraphrased dataset, we observe that SentenceLDA
predicts topic distribution for paraphrases more
robustly than other topic models. Especially, Sen-
tenceLDA returns more discriminative and robust
document representation compared to topic mod-
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els utilizing the same contextual information, Con-
textualTM and SenClu. Also, we apply Sen-
tenceLDA to an argumentative corpus, DebateSum,
and demonstrate the applicability of SentenceLDA
to corpus-wide key opinion mining. As a result, we
show that SentenceLDA is a powerful tool to obtain
discriminative and robust document representation.

Limitations

Though our SentenceLLDA is promising, as Li et al.
(2016) mentioned, GaussianLDA baseline code is
slow in training and inference, as a result, the same
sluggishness happens in SentenceLDA. For exam-
ple, 20 sampling iterations on the NYT dataset with
20 topics take nearly a day with a high-performance
workstation. The main computational bottleneck
occurs in a for loop, which processes each sentence
iteratively on the CPU, and it may be improved
with batch-wise inference on GPU. Since one of
our goals was to implement the SentenceLDA with
minimal code modification from the GaussianLDA
baseline, we leave it as a future task.

Another limitation of our work is that we can-
not verify whether the generated topic sentences
are factual or not. Many researchers are trying
to solve this anti-factual decoding problem using
knowledge-infused decoding (Liu et al., 2022) or
knowledge graph (Chaudhuri et al., 2021). We
hope development in these factual decoding tech-
niques guides SentenceLLDA to return more fact-
based results.

The usual assessment tool for a topic model is
to measure the coherence and diversity score of
each model. But conventional practice for the mea-
surement is fitted to word-level topic models, not
sentence-level. As a result, we test SentenceLDA’s
discriminative performance with a classification
task as a surrogate. Additionally, we compute
BERTScore (Zhang* et al., 2020) between gener-
ated topic sentences to check the coherence of our
topic model on Appendix J. We hope development
in reasonable and robust measures for sentence-
level topic models in future research.
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A Experimental Details

We use a machine with AMD Ryzen 9 5900X 12-
Core Processor CPU with one NVIDIA RTX 3090
GPU. For each topic model, we use the default set-
ting without any hyperparameter tuning. But for
GaussianLLDA and SentenceLLDA, we find out that
default prior to the covariance matrix doesn’t work
at all. We find out that the default scale term on the
diagonal covariance matrix is set too high, and de-
crease it to 0.1, which works well on both settings.
We run 20 training and inference sampling on each
dataset for the ContextualTM, GaussiaLDA, and
SentencelLDA, and check that the loglikelihood
converges. We run 50 iterations for LDA and 40
for SenClu for the same reason.

We use a pre-trained SentenceBERT encoder
(all-mpnet-base-v2, 109M parameters) without
fine-tuning, and fine-tuned GPT2-XL decoder
(1.5B parameters) on the corpus we mentioned.
Since GPT2-XL is too large to load on the RTX
3090, we use NVIDIA A100 GPU to train it, with
batch size 64 and ADAMW optimizer with learning
rate le-5, for 5 epochs. Since we want the decoder
to return only one sentence, we truncate the original
sentence to be a maximum of 64 tokens and train
it in an auto-encoding scheme. Note that since the
embedding dimension of the SenteceBERT (768) is
different from the GPT2-XL embedding dimension
(1600), we repeat the smaller one until it matches
the larger one.

B Explanations on Coarse-grained
Categories

The 20News dataset consists of 20 fine-grained
categories while the NYT dataset consists of 26
fine-grained categories. We divide them into 6
and 5 coarse-grained categories and use each as
a separate dataset. For 20News, we exclude
"misc.forsale" category in the fine-grained setting
since it does not belong to any of the other high-
level categories (Computer, Ride, Sports, Science,
Religion, Politics). How we divide them is pre-
sented on the Table 15.

C C(lassification Results of Random
Forest Classifier

We present the classification results with a non-
linear random forest classifier. We utilize scikit-

learn package with default parameters. The results
are on Table 13.

D F1 Scores on Text Classification

Here we present macro Fl-score (Table 14) for
classification. We can check that the SentenceLDA
still outperforms the other models in most cases.

E Mean Deviation of Topic Distribution

To examine the low performance of GaussianLDA
on text classification task on Section 4.2, we hy-
pothesize that GaussianLDA returns nearly simi-
lar distribution for any document. To verify this,
we measure the mean deviation of the topic distri-
bution. Mathematically, we compute % Zfi 1 Di
where D; = SDIp;| is the standard deviation of
1-th topic probability for all documents. The results
are on Table 8.

Corpus | Topics | LDA  GLDA CTM  SLDA
20News | 10 | 01195 0.0191 00725 0.1755
20 | 0.0768 0.0149 0.0395 0.1273
NYT 10 |0.1220 0.0064 0.0947 0.1349
20 | 0.0708 0.0057 0.0538 0.0913

Table 8: Mean deviation of the topic distribution.

As the table shows, we verify that the Gaus-
sianL.DA returns nearly the same distribution for
any documents. As a result, the GaussianLDA
shows the worst performance for text classification
on Section 4.2, while showing no distributional
change to paraphrases on Section 4.3

F Error Analysis

As both sentence-level topic models, SenClu and
SentenceLDA, underperform on 10 Topics-NYT-
Sports than the other classes, we perform quali-
tative error analysis for this case. We compare
SentenceLDA with the LDA on the Table 16.

We find out that the LDA result contains topics
related to all categories on Table 15-NYT-Sports,
e.g. soccer (2), football (3), basketball (4), baseball
(5, 7), hockey (6), golf (8) and tennis (10). But
for the SentenceLLDA, we find only five categories
within the topics, e.g. hockey (1), baseball (2, 3, 9,
10), golf (6), football (7), and basketball (8), while
tennis and soccer-related topics are not found.

We suspect the encoder is biased since 62% of
the training set used to train the SentenceBERT-
all-mpnet-base-v2 is from the Reddit data between
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2015 to 2018°. Through the Google Search, we
check that 8,480,000 pages are found with the key-
word ‘soccer’ and 3,830,000 pages are found with
‘tennis’, and 14,500,000 pages are found with ‘base-
ball’ from Reddit. Though the SentenceLDA gives
contextual meaning to vague words, like game,
league, and points, this result shows the model
is dependent on the encoder. But since the Sen-
tenceLDA is a modular structure, we hope it can
be resolved with improved encoder and decoder
techniques.

G Ablation Study

Since we utilize SentenceBERT, it is natural to ask
about the degree of the contribution of the sentence
embedding itself (SBERT). We train another logis-
tic classifier which takes the mean of sentences’
embedding in a document. We compare the answer
accuracy with our SentenceLDA - 20 topics. The
results are on Table 9.

Dataset | Class | SBERT  SLDA
Computer | 34.96% 52.20%
Ride 70.79%  80.66%
Sports 80.60% 88.43%
20News | Giience | 52.07% 78.64%
Religion | 57.34% 59.96%
Politics | 63.68% 71.22%
Arts 56.19% 95.81%
Business | 65.15% 78.48%
NYT Politics | 75.62% 73.13%
Science 84.21% 89.47%
Sports | 94.57%  89.50%

Table 9: Answer accuracy of the linear logistic classifier
with SentenceBERT embedding and SentenceLDA topic
distribution.

As shown in the table, SentenceLDA outper-
forms the SentenceBERT embedding in most cases.
We observe that the logistic regressor learns more
generalizable features avoiding over-fitting since
SentenceBERT embedding has 768 dimensions,
while a topic distribution from SentenceLDA has
only 20 dimensions. We compute generalization
error by subtracting the classifier’s test accuracy
score from the train accuracy score. We compute
the mean and standard deviation of the generaliza-
tion error and present it on the Table 10. From the
table, we can see that SentenceLDA topic distribu-
tion is a more generalizable feature than sentence
embedding itself.

*https://huggingface.co/sentence-transformers/all-mpnet-

Dataset |  SBERT SLDA
20News | 31.18% (7.93) 2.94% (3.12)
NYT | 24.05% (13.01) 5.44% (6.05)

Table 10: Generalization error for each model and
dataset. Numbers in the parenthesis are standard de-
viations.

H Classification Results of Different
Sentence Embeddings

We present classification results of SentenceLDA
with different sentence embedding models. We
compare three sentence embedding models, multi-
qga-mpnet-base-dot-vl (QA), all-distilroberta-vi
(Distill) and all-mpnet-base-v2 (SLDA). The re-
sults are on Table 17

I Entropy of Topic Distribution

We present the mean entropy of topic distribution
for each model on Table 11. Contextual TM shows
the highest entropy, which implies Contextual TM
predicts a ‘flatter’ topic distribution. As a result,
the sum of the change in topic distribution D gy,
is relatively small, while topic rank fluctuates.

Corpus | Topics | LDA  GLDA CTM  SLDA
20News | 10 | 0-1066 00156 02061 0.0822
20 | 0.0613 0.0141 0.1360 0.0533
NYT 10 | 0.0958 0.0166 0.1780 0.0666
20 | 0.0646 0.0165 0.1178 0.0562

Table 11: Entropy of topic distribution of test corpus.
Intuitively, the higher entropy, the flatter the topic distri-
bution is.

J Topic Coherence Analysis

Conventionally, normalized pointwise mutual in-
formation (NPMI) is frequently used to evaluate
the coherence of word-level topic models. To com-
pute the NPMI for the sentence-level topic model,
Wikipedia should contain two exact topic sentences
multiple times. However, computing the score with
the sentence-level topic model is impossible since
it is improbable that two exact sentences appear in
multiple documents.

Instead, we sample 3 sentences for each topic
and compute BERTScores. We utilize 20News -
Total - 10 Topics case and present it on Table 18.
Though some topics are hard to interpret (like Topic

base-v2.
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1), high BERTScore shows the topic sentences

share similar contents, i.e. coherent.

K Comparison to BERTopic

We implement BERTopic (Grootendorst, 2022)
and compare its discriminative performance with
our model. Because of the nature of HDBSCAN,
BERTopic returns less than 10/20 topics for some
categories. As a result, we could not implement
categorization with some categories. We mark it

with X.
Topics ‘ Dataset ‘ Class ‘ SLDA  BERTopic
Computer | 42.25%  40.03%
Ride 82.19% 74.60%
Sports 88.70%  93.27%
20News | giience | 7838%  78.92%
Religion | 58.64%  42.65%
10 Politics 68.28%  74.78%
Arts 93.14% 76.19%
Business | 74.85% 61.61%
NYT Politics 66.86 % 50.74%
Science 91.58% X
Sports 69.33% 81.84%
Computer | 52.20% 54.00%
Ride 80.66 % 73.68%
Sports 88.43%  90.55%
20News | giience | 78.64%  83.58%
Religion | 59.96% 54.25%
20 Politics 71.22% 72.05 %
Arts 95.81% X
Business | 78.48% 65.65%
NYT Politics 73.13% 61.19%
Science 89.47% X
Sports 89.50% 91.21%

Table 12: Accuracy score of a linear logistic classifier

with SentenceLDA and BERTopic.
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Dataset ‘ Topics ‘ Class ‘ LDA GLDA CT™ SenClu SLDA (Ours)
Computer (5) | 39.68% (1.30) 23.40% (0.29) 35.43% (3.36) 42.22% (3.22) 39.11% (1.24)

Ride (2) 58.79% (3.21)  53.42% (1.47)  73.53% (5.43) 69.76% (4.19) 78.82% (1.81)

10 Sports (2) 73.87% (71.79)  60.11% (1.67) 85.07% (3.05) 76.48% (13.15) 88.98% (1.77)

Science (4) 61.60% (2.75)  30.09% (1.14) 64.16% (4.18)  74.96% (2.21) 77.64% (0.36)

Religion (3) 46.70% (4.14)  41.15% (0.56) 46.77% (2.76)  51.30% (2.84) 53.21% (1.05)

20News Politics (3) 57.58% (1.33)  40.39% (2.21) 61.89% (3.69) 61.97% (3.41) 69.87% (0.91)
Computer (5) | 42.51% (1.84)  26.54% (1.01) 36.98% (5.01) 44.11% (2.90) 49.51% (2.62)

Ride (2) 61.50% (2.99) 58.03% (0.92) 78.18% (4.89) 70.71% (1.61) 78.60% (0.98)

Sports (2) 71.23% (5.03)  65.72% (2.12) 87.84% (1.89) 82.35% (2.15)  87.27% (0.40)

20 Science (4) 64.75% (2.84)  37.82% (2.51) 69.45% (1.86)  75.32% (1.83) 79.03% (0.64)

Religion (3) | 48.55% (3.40) 42.76% (2.14) 51.62% (1.69) 52.25% (1.54)  56.36% (0.33)

Politics (3) 60.68% (3.71)  42.30% (2.06) 62.98% (4.65) 66.84% (1.55) 70.19% (1.11)

\ | AILQ0) | 37.54% 240)  9.22% (055) 35.69% (222) 38.48% (2.59) 41.31% (3.47)

Arts (4) 47.90% (6.73)  44.57% (2.55) 18.76% (5.07) 78.47% (1.63) 94.86% (0.55)

Business (4) | 71.72% (3.80) 56.67% (1.21) 76.87% (4.08)  60.30% (6.05) 77.88% (1.29)

10 Politics (9) 60.50% (4.47)  43.18% (3.47)  69.35% (3.06) 53.23% (5.72) 73.03% (2.60)

Science (2) | 72.63% (14.66) 94.74% (0.00) 83.16% (8.42)  92.63% (4.21) 94.74% (4.71)

NYT Sports (7) 92.56% (4.09) 32.72% (2.26) 79.26% (3.19)  69.18% (5.95) 71.69% (3.97)
Arts (4) 65.52% (3.58)  52.95% (2.60) 81.71% (3.52) 84.95% (2.96) 96.19% (0.30)

Business (4) | 72.63% (5.04)  63.33% (3.56) 80.30% (2.12)  73.23% (2.69)  80.60% (1.48)

20 Politics (9) 72.94% (3.72)  54.93% (2.84) 75.42% (1.36) 63.48% (4.09) 81.09% (2.46)

Science (2) 70.53% (5.37)  90.52% (2.11) 76.84% (8.55)  80.00% (2.10)  93.68 % (3.94)

Sports (7) 97.29% (0.21) 44.32% (3.85) 89.46% (0.35) 84.07% (6.77)  92.07% (2.06)

\ | AIL(26) | 85.43% (286) 34.15% (3.07) 75.24% (131) 62.27% (648)  67.29% (0.47)

Table 13: Mean and standard deviation of accuracy score of a non-linear random forest classifier.

Dataset | Topics | ~ Class |  LDA GLDA CTM SenClu SLDA (Ours)
Computer (5) | 44.04% (317) 16.73% (333)  34.06% (4.36) ~ 43.42% 4.54)  39.87% (1.00)

Ride (2) | 63.70% (522) 41.98% (1.79) 75.34% 492  73.11% (351) 82.16% (0.85)

10 Sports (2) | 76.55% (7.14)  59.98% (240)  84.26% (3.14)  77.05% (14.26) 88.67% (1.54)

Science (4) 64.59% (2.44)  28.57% (2.65) 64.38% (3.05) 76.07% (1.98) 78.43% (0.80)

Religion (3) | 36.55% 2.91) 19.54% (034) 35.62% (3.10) ~ 46.79% (3.73)  49.04% (1.43)

20News Politics 3) | 55.77% (5.22) 24.37% (2.12) 57.69% (3.23)  60.53% (4.93)  68.22% (0.57)
Computer (5) | 42.44% (2.08) 21.86% (1.28) 34.13% (5.07)  47.06% (3.88) 52.00% (2.16)

Ride (2) | 64.00% (282) 51.32% (1.69) 78.37% (392 74.23% 251) 80.65% (1.04)

Sports (2) | 72.38% (529) 61.41% (291) 87.37% (2.30)  83.82% (2.64) 88.42% (0.55)

20 | Science (4) | 66.27% (232) 33.51% (3.63) 69.34% (272)  76.42% (186)  78.65% (0.75)

Religion (3) | 33.36% (1.93) 19.35% (0.00) 40.38% (1.77) ~ 48.47% 2.94)  52.34% (2.43)

Politics 3) | 59.94% (4.11)  27.93% (293) 54.59% (6.89)  67.32% (2.26)  70.42% (1.08)

\ | AILQ0) | 34.56% 247)  4.72% 041)  30.90% (1.66)  36.08% (240) 41.19% (3.87)

Arts (4) 45.41% (6.43)  14.16% (0.00) 59.53% (7.29) 65.17% (12.70) 91.87 % (0.84)

Business (4) | 63.97% (8.28) 15.98% (0.00) 66.58% (8.53) 52.30% (11.05) 69.99% (4.20)

10 | Politics (9) | 33.87% (3.06)  6.55% (0.00)  38.45% (659)  36.78% (6.73) 43.31% (0.55)

Science (2) | 84.47% (679)  41.22% (5.50)  76.86% (9.09)  90.30% 2.19)  91.39% (2.68)

NYT Sports (7) | 90.07% (589)  5.85% (0.00)  68.93% (5.40)  62.84% (9.07)  67.39% (7.20)
Arts (4) | 51.36% (9.10)  14.16% (0.00) 63.30% (1158) 79.73% (8.60) 94.84% (0.89)

Business (4) | 62.84% (11.42) 15.98% (0.00) 72.64% (657  72.55% (192) 76.75% (1.22)

o | Politics (9) | 4478% 234  6.55% 000) 38.58% 244) 53.33% 361 57.81% 436)

Science (2) | 76.31% (13.15)  38.97% (5.50) 59.72% (856)  78.60% (2.44)  89.15% (3.54)

Sports (7) 96.67% (0.31) 6.16% (0.42) 84.75% (2.10)  83.18% (8.42)  89.51% (1.81)

\ | AlLQ26) | 42.16% (1.08)  1.59% (0.12)  33.04% (125)  29.66% (4.20)  26.25% (1.61)

Table 14: Mean and standard deviation of macro-F1 score of linear logistic classification
with a topic distribution.
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Dataset Class Category Doc

Computer comp.graphics / comp.os.ms-windows.misc / comp.windows.x / 4776
comp.sys.ibm.pc.hardware / comp.sys.mac.hardware

Ride rec.autos / rec.motorcycles 1,905
20News Sports rec.sport.baseball / rec.sport.hockey 1,933
Science sci.crypt / sci.electronics / sci.med / sci.space 3,835
Religion alt.atheism / soc.religion.christian / talk.religion.misc 2,360
Politics talk.politics.guns / talk.politics.mideast / talk.politics.misc 2,559
Arts dance / music / movies / television 1,043

Business economy / energy companies / international business / 083

stocks and bonds
NYT - abortion / federal budget / gay rights / gun control / immigration / law
Politics . . 989
enforcement / military / surveillance / the affordable care act

Science cosmos / environment 90
Sports baseball / basketball / football / golf / hockey / soccer / tennis 8,639

Table 15: Dataset structure. Class is a coarse-grained class where topic models are trained for each, and Category is
the fine-grained category that a logistic regression model should predict with a topic distribution. Doc is the number
of documents included in the Class.

Model | Extracted Topics

1. With the score tied at two goals apiece, Henrik Sedin and the Canucks scored a goal in the third period to
take a 4 2 lead over the Rangers.

. The Reds scored three runs in the top of the 11th inning against the Giants, but the Giants won their second
straight game, 5 4, with a walk off single by Buster Posey.

. I mean, you have a chance to win now with ...

. With the Giants, he batted.286 with 11 hits, 3 home runs, and 11 RBISs.

bec.

. On the par 5 18th hole, Woods made a birdie on his first shot, but then had to settle for a 72 putting stroke,

SLDA tying with Paul Oeschger for third place at the event.

7. Against the Tennessee Titans, the rookie quarterback led the way again, completing 11 of his 19 passes for
113 yards and a touchdown, but the Giants were forced to punt after losing three yards on a rush by defensive
end Jared Crick.

8. With a game high 23 points, Marcus Paige led the team with 9 for 9 three point shooting.

9. With two outs, Chase Utley singled to lead off the inning and scored on a throwing error by Jorge Posada.

10. He struck out six batters in the first inning, but allowed a run in the third after two outs, ending a streak of
nine consecutive scoreless innings.

[\S}

. said, players, would, one, years, n, team, new, like, fans

. league, cup, club, world, team, season, last, said, united, champions

. said, yards, game, season, first, two, quarterback, coach, last, touchdown
. game, said, nets, points, knicks, first, team, season, games, one

. said, yankees, season, would, last, game, team, hes, going, get

game, goal, rangers, first, games, said, goals, two, scored, period

. first, two, hit, game, runs, innings, inning, three, hits, run

. said, open, tour, golf, woods, round, first, two, one, last

. points, state, game, first, scored, lead, half, c, second, big

. open, said, first, match, set, nadal, wimbledon, williams, tennis, grand

LDA

SO XA A LN~

—_—

Table 16: Comparison table between SentenceLDA and LDA on 10 Topics-NYT-Sports.
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Dataset ‘ Topics ‘ Class ‘ QA Distill  SLDA (Ours)
Computer (5) | 42.39% 55.36%  53.53%
Ride 2) | 7921% 76.32%  81.05%
Sports (2) | 83.70% 89.00%  89.00%
20News | 20 | Science (4) | 71.63% 78.92%  79.65%
Religion (3) | 55.64% 58.83%  59.57%
Politics 3) | 66.11% 70.89%  72.44%
\ | ALLQ0) | 2227% 47.32%  40.49%
Arts (4) | 88.10% 95.71%  94.76%
Business (4) | 79.29% 76.26%  78.28%
NYT | 20 | Polities(®) | 6468% 79.10%  73.63%
Science (2) | 89.47% 89.47%  84.21%
Sports (7) | 68.50% 87.46%  92.14%
\ | AlLQ26) | 53.94% 65.14%  66.03%

Table 17: Accuracy score for each sentence embedding model.
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Topic (BERTScore) \ Extracted Topic Sentences

. 1. Thisisa
T 1 (0. :
opic 1 (0.9653) 2. Thisis a
3. This is
Topic 2 (0.8581) 1. With the Penguins leading the series 3 0, the Canadiens had two players Guy Lafleur and Paul

Stastny with at least a goal and an assist.

2. With the Penguins leading the series 3 2, the Maple Leafs recalled defenceman Bobby Orr and
forward Bernie Federko from the minors the two were the only players on the team to have
played in all 82 games.

3. With the playoffs starting, the Canadiens had a record of 22 3 2 with Sutter, the only NHL
player on the roster, leading the league in plus minus at 4.

. See also the Contact Information.
. See also the Internet resource at www.cern.caltech.edu 877 895 6456.
3. See also the Internet Archive s Wayback Machine for the electronic version.

Topic 3 (0.8457)

DN —

—_

. The ATI Mobility Radeon HD 5670 supports up to 256 MB of DDR2 ECC RAM.

2. The ATI Mobility Radeon HD 5350 and the ATI Mobility Radeon HD 5670 support up to 512
MB of DDR2 ECC RAM.

3. The Dell PowerEdge 2900 series supports both SDRAM and I O modules.

Topic 4 (0.8970)

. Itis not the case that if you have a gun law, you are going to protect people.

. If you want to have a gun law, fine, but don t make it a crime to defend against it...

. If you have a constitutional right, you have a problem with the people who are arming the
people.

Topic 5 (0.8812)

W N =

Topic 6 (0.9071) 1. Tt};:eArmenians in Palestine are not the victims of some crazy Arabs who want to annihilate the
state...

2. The Armenians in Palestine are not only victims of Turkish policy...

3. If the Armenians in the territories occupied by Turkey are not killed, then they are terrorists...

. Jesus himself is the fulfillment of this teaching see below .
. Jesus is not to be understood in the sense of the Bible...
3. Jesus is not to be understood as the Son of God, but as the Savior of mankind.

Topic 7 (0.8745)

DO =

Topic 8 (0.8953) 1. ?} (1)3 not the case that if I am not a Christian, then I am not capable of understanding the truth of

. If you believe in God, you re going to have a very strong objection to those who don t.

. Itis not the case that if I do not believe in God, I am not trying to prove that I do not believe in
him.

W N

s

. I'm sorry, but I don t think you re getting a yes from me.
2. You re kidding me.
3. I m not saying, OK, you can t do this anymore.

Topic 9 (0.8641)

. A version of the program for Microsoft Windows is included with Xgrid.

. A version of X Window System is available as a free download from the project s website.

3. A free and open source version of Xgrid is available for Microsoft Windows, Mac OS X and
Linux.

Topic 10 (0.8952)

DN —

Table 18: Generated topic sentences from SentenceL DA and corresponding BERTScore to check the topic coherence.
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