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Abstract

Recent studies of the emergent capabilities of
transformer-based Natural Language Under-
standing (NLU) models have indicated that they
have an understanding of lexical and composi-
tional semantics. We provide evidence that
suggests these claims should be taken with
a grain of salt: we find that state-of-the-art
Natural Language Inference (NLI) models are
sensitive towards minor semantics preserving
surface-form variations, which lead to sizable
inconsistent model decisions during inference.
Notably, this behaviour differs from valid and
in-depth comprehension of compositional se-
mantics, however does neither emerge when
evaluating model accuracy on standard bench-
marks nor when probing for syntactic, mono-
tonic, and logically robust reasoning. We pro-
pose a novel framework to measure the extent
of semantic sensitivity. To this end, we evalu-
ate NLI models on adversarially generated ex-
amples containing minor semantics-preserving
surface-form input noise. This is achieved us-
ing conditional text generation, with the ex-
plicit condition that the NLI model predicts
the relationship between the original and adver-
sarial inputs as a symmetric equivalence entail-
ment. We systematically study the effects of the
phenomenon across NLI models for in- and out-
of domain settings. Our experiments show that
semantic sensitivity causes performance degra-
dations of 12.92% and 23.71% average over
in- and out-of- domain settings, respectively.
We further perform ablation studies, analysing
this phenomenon across models, datasets, and
variations in inference and show that seman-
tic sensitivity can lead to major inconsistency
within model predictions.

1 Introduction

Transformer-based (Vaswani et al., 2017) Lan-
guage Models (LMs) have shown solid perfor-
mance across various NLU tasks (Wang et al., 2018,
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2019). These advances have led to suggestions re-
garding the emergent capabilities of the models
in terms of syntactic (Sinha et al., 2020; Hewitt
and Manning, 2019; Jawahar et al., 2019; Warstadt
and Bowman, 2020), logic (Wei et al., 2022a,b)
and semantic (Kojima et al., 2022; Dasgupta et al.,
2022) understanding. However, we present novel
evidence that indicates that these models are prone
to inconsistent predictions induced by inherent sus-
ceptibility towards semantic sensitivities.

To probe the models for these discrepancies, we
formalise semantic comprehension as the ability
to distinguish logical relations within sentences
through identifying compositional semantics (Ja-
cobson, 2014; Carnap, 1959). This means that
negligible semantic variations should not impact
the inherent relations implied between the texts,
e.g. “There were beads of perspiration on his brow.”
entails both “Sweat built up upon his face.” and the
slight variation “The sweat had built up on his face.”
Authentic comprehension of semantics does allow
for such understanding through discovering seman-
tic structures and the inherent relations induced by
them (Cicourel, 1991; Schiffer, 1986; Rommers
et al., 2013). This means that analysing the emer-
gent semantic understanding within a model should
minimally involve testing for sensitivity towards
semantics-preserving surface-form variations.

We particularly focus on the task of textual en-
tailment (Dagan et al., 2005), otherwise referred
to as Natural Language Inference (Bowman et al.,
2015, NLI), which has been widely used to probe
how well the models understand language (Condo-
ravdi et al., 2003; Williams et al., 2017; Nie et al.,
2019). This is a pairwise input task, where given
a premise p and a hypothesis h, the objective is
to predict if the premise entails, contradicts or is
neutral towards the hypothesis.

We propose a framework for testing semantic
sensitivity within transformer-based models trained
for NLI, by creating semantics-preserving surface-
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Figure 1: The proposed framework is comprised of two components. (i) a module for generating semantics-
preserving surface-form hypothesis variations and (ii) using the generated surface for measuring semantic sensitivity

and predictive inconsistency.

form variations of the hypothesis (see Figure 1).
These variations are created using conditional gen-
eration with Large Language Models (LLMs). We
show that proposed candidates do not alter the core
meaning or the truth value compared to the original
statement. The original and generated sentences
maintain denotative equivalence, where two sen-
tences or phrases might be interpreted as having
the same truth value or factual content but may
carry minor variations of nuances or connotations.
To ensure that the relations are preserved within
the candidates during conditional generation, we
assert that the NLI model predicts the original and
generated hypothesis to symmetrically entail each
other. This indicates that the model perceives both
the generated and original hypothesis as equivalent.
After introducing these variations, we evaluate the
NLI model by replacing the original hypothesis
with the generated candidates. As the candidates
are indicated to be equivalent by the same NLI
model, this evaluation will indicate whether the
model can recover the existent relation between the
premise hypothesis pair in the presence of minor
semantic-preserving noise. We use the samples
where the model identifies the existing relation cor-
rectly from the original premise hypothesis pair.
This ensures that assessing for semantic sensitiv-
ity would not be hindered by the discrepancies in
model performance.

We systematically study the semantic sensitiv-
ity across transformers that achieve state-of-the-art
or similar results when trained on NLI datasets,
namely RoOBERTa (Liu et al., 2019b), BART (Lewis
et al., 2019), DeBERTa (He et al., 2020) and Dis-
tilBart (Sanh et al., 2019; Lewis et al., 2019) with
different parametrizations. To measure the effect
of the phenomenon on the inconsistency of the pre-
dictions, we use three popular English datasets -
MultiNLI (Williams et al., 2017, MNLI), SNLI
(Bowman et al., 2015) and ANLI (Nie et al., 2019).
The models are fine-tuned using MNLI, which we
choose for in-domain testing, as it covers a wide
range of topics and is frequently used for zero-
shot and few-shot textual classification (Yin et al.,
2019). We use the same models for out-of-domain
evaluation across the other NLI datasets.

Our contributions are as follows: (i) we propose
a novel framework for assessing semantic sensitiv-
ity within transformer-based language models (ii)
we systematically study the influence of this phe-
nomenon on inconsistent predictions across various
transformer variants (iii) we show that the effect
is persistent and pronounced across both in- and
out-of-domain evaluations (iv) we further complete
ablations to assess the severity of the inconsistent
predictions caused by semantic sensitivity.
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2 Related Work

Semantic comprehension is considered a funda-
mental building block for language understanding
(Allen, 1995). Although attempts have been made
to probe language models in terms of compositional
semantic capabilities, the conclusions regarding
their emergence remain to be discussed.

Models appear to understand semantics Re-
cently a wide suite of tasks has been proposed for
testing models for language understanding (Wang
etal., 2019; Zellers et al., 2018; Ribeiro et al., 2020)
with the credence that a model with strong perfor-
mance should be able to utilise semantic relations
when completing the tasks. In light of these, it
has been shown that transformer-based language
models can be directly trained (Zhang et al., 2020;
Rosset et al., 2020) to utilise semantic structure
to gain distributional information within the task.
Specifically, NLI models have also been shown to
be capable of pragmatic inferences (Jeretic et al.,
2020a) with a perception of implicature (Grice,
1975) and presupposition (Stalnaker et al., 1977;
Grice, 1975).

Models struggle with semantics Directly prob-
ing for a specific aspect of semantic understand-
ing has shown that transformer-based language
models tend to struggle with semantics (Belinkov,
2022). It has been indicated that pretraining the
language models does not exploit semantic infor-
mation for entity labeling and coreference resolu-
tion (Liu et al., 2019a). Furthermore, transformer
attention heads only minimally capture semantic
relations (Kovaleva et al., 2019) from FrameNet
(Baker et al., 1998). Studies have also shown that
NLI models, in particular, tend to struggle with lexi-
cal variations, including word replacements (Glock-
ner et al., 2018; Ivan Sanchez Carmona et al., 2018;
Geiger et al., 2020), and sequence permutations
(Sinha et al., 2021).

Sensitivity in NLI models Probing NLI mod-
els for language understanding has been a hall-
mark testing ground for measuring their emerging
capabilities (Naik et al., 2018a; Wang and Jiang,
2015; Williams et al., 2017). A wide range of tests
indicates that models trained for NLI are prone
to struggling with syntax and linguistic phenom-
ena (Dasgupta et al., 2018; Naik et al., 2018b; An
et al., 2019; Ravichander et al., 2019; Jeretic et al.,
2020b). It has also been shown that NLI models

heavily rely on lexical overlaps (Ivan Sanchez Car-
mona et al., 2018; McCoy et al., 2019; Naik et al.,
2018b) and are susceptible to over-attending to
particular words for prediction (Gururangan et al.,
2018; Clark et al., 2019). Our line of work is associ-
ated with evaluating NLI models for monotonicity
reasoning (Yanaka et al., 2019) and sensitivity to-
wards specific semantic phenomenon (Richardson
et al., 2020), such as boolean coordination, quan-
tification, etc. However, we systematically test NLI
models for their compositional semantic abilities
and measuring the degree of inconsistence of their
predictions influenced by the phenomenon.

3 Methodology

We aim to create a framework for assessing se-
mantic sensitivity within NLI models and measure
its impact on the inconsistence of model predic-
tions. The first part of the pipeline we propose is
an adversarial semantics-preserving generation for
introducing variations within the original samples.
The second part of the pipeline involves assessment
using the acquired generations.

3.1 Semantics Preserving Surface-Form
Variations

We formalise NLI as a pairwise input classi-
fication task. Given a dataset of premise hy-
pothesis pairs D = (p1,h1),...(pn, hn), where
Vp;, € P & h; € H are a set of textual tokens
P,H C T, the goal is to classify the pairs as
entailment, contradiction or neutrality, i.e. C =
{E,C,N}. We are also given a pre-trained lan-
guage model (PLM) M that is trained for textual
entailment. Before introducing semantic varia-
tions, only the samples where model M predicted
the label correctly are filtered, i.e. Dcoprect =
{¥(pi, hi) € D : M(pi, hi) = § = y}, where § is
the prediction and y is the original label. This is
completed to ensure that the evaluation of semantic
sensitivity is not hindered or inflated by the pre-
dictive performance and confidence of the model
M. This type of filtering is used when probing
for emergent syntactic (Sinha et al., 2021), lexi-
cal (Jeretic et al., 2020b), and numerical (Wallace
et al., 2019) reasoning capabilities. We can see the
original accuracy of NLI models and the number
of samples used in the study in Table 1.

To introduce semantics preserving noise within
chosen samples, we complete a two-fold refinement
process. We utilise a generative LLM G, which has
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‘ bart-1 roberta-l distilbart deberta-b deberta-l deberta-xl
MNLI;,—10000) ‘ 90.10%  90.56% 87.17% 88.77% 91.32% 91.44%
SNLI(;,—10000) 87.55%  86.44% 84.37% 84.39% 88.87% 88.54%
ANLI rl(,—1000) | 46.20%  46.40% 41.40% 35.10% 49.70% 53.00%
ANLI_ 12,1000y | 31.60%  27.00% 32.80% 29.80% 32.70% 35.40%
ANLI_13(,—1200) | 33.08%  26.75% 32.75% 30.50% 35.92% 38.75%

Table 1: The original accuracy on testing/dev sets for various transformers (b-base, 1-large, xI-extra large) on
in-domain MNLI experiments and zero-shot transfers to out-of-domain SNLI and ANLI. The number near the
dataset name designates the exact amount of original samples in the testing set.

been fine-tuned on natural language instructions
(Wei et al., 2021; Chung et al., 2022), and prompt
it to paraphrase the original hypothesis h;, with the
following prompt: Rephrase the following sentence
while preserving its original meaning: <h;>. This
is not sufficient to produce semantics-preserving
variations as generative models are prone to halluci-
nations (Ji et al., 2023) and not assured to produce
an equivalent paraphrase. To ensure that the genera-
tion A is logically equivalent to the original sample
and thus semantics-preserving, we impose the con-
dition that the NLI model should infer the relation
between the original and generated hypothesis as a
symmetric entailment:

M(hi, 1) = Ge—p = M(h}, h) (1)

The bidirectional nature of entailment allows us
to claim that sentences are logically equivalent (An-
gell, 1989; Clark, 1967). We refine the proposed
variation candidates using the generator G until k&
candidates that satisfy the condition are produced.

Human Evaluation of Surface-Form Variations
To further ensure the validity of this variation gen-
eration method, we conduct a human evaluation
of the generated samples. We randomly sample
100 examples of generated and original hypothesis
pairs across all datasets and employ two annotators
to assess whether the sentences are semantically
and logically equivalent within the pair. Our re-
sults show that in 99% of the cases, the annotators
marked the samples as equivalent with an inter-
annotator agreement measure of Cohen’s k = 0.94.
This further shows the reliability of the method
for generating semantics-preserving surface form
variations. We provide further token overlap level
analysis in Appendix A.

3.2 Evaluating Semantic Sensitivity

After obtaining k semantic variations for each hy-
pothesis, we test the semantic sensitivity of the
model by replacing the original hypothesis h; with
the candidates {h/, ... h/*} and making a predic-
tion with the NLI model M. As the proposed
variations are logically equivalent to the original,
we want to test if the new model prediction would
vary compared to the original.

R(pi, hi, b, 0) =

i
_J1,0(M(pi, i), M(pi, b)) =0 @)
0, O(M(pi, hi), M(p;, b)) = 1

Here O : C x C — {0, 1} is a boolean matching
operator between the labels predicted with original
hypothesis h; and the surface-form variations hgj .
A change in the label would imply that the model
is semantically sensitive and the original correct
prediction is inconsistent with the label produced
for the semantics preserving surface-form variation.
A graphical representation can be seen in Figure 5.
We use two metrics to measure semantic sensitivity
within NLI models, both of which are derivative
formulations of a Fooling Rate (Moosavi-Dezfooli
etal.,2017), which is used for assessing the success
of adversarial attacks (Chakraborty et al., 2018).
Given k possible surface-form variations for the
hypothesis, we test if at least one of the candidates
would be able to cause a label change compared to
the original prediction, which can be formalised as:

S0 (35 € [k RApi, by b7, =) # 1]

T, = .

n/
3)
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rs/Tr ‘ bart-large roberta-large distilbart deberta-base deberta-large  deberta-xlarge
MNLI ‘ 6.64%/12.35%  5.71%/11.56%  9.20%/ 16.80%  6.66%/13.81%  5.38%/11.54%  5.89%/11.49%
SNLI 10.11%/15.52%  8.38%/14.98%  15.67%/23.68%  9.96%/17.01%  7.83%/13.39%  9.50%/14.69%
ANLI_rl | 31.51%/42.89% 28.45%/35.01% 31.48%/52.30%  40.0%/48.99%  25.66%/37.88% 22.71%/30.73%
ANLI_r2 | 34.39%/51.91% 24.62%/42.80% 36.09%/57.49% 34.92%/48.47% 28.44%/44.04% 29.46%/46.46%
ANLI 13 | 29.11%/51.39% 21.88%/45.00% 29.26%/52.42%  33.88%/53.17% 24.88%/44.65% 23.23%/42.37%

Table 2: The strict and relaxed fooling rates of different transformer models across in-domain (MNLI) and out-
of-domain (SNLI, ANLI) evaluations. On average more than half of the labels change towards their logically

contrasting counterpart.

Here n’ is the number of correctly answered orig-
inal samples, and the matching operator O is a sim-
ple equality checking operator "=". We refer to
this metric as a relaxed Fooling Rate. To measure
more drastic label changes, i.e. entailment to con-
tradiction and vice versa, we also define a stricter
version of Equation 3.

S 1|35 € [1, k], R(pi, b, B2, =%) # 1

/

rs =
n

4

We replace standard equality for the operator O
in Equation 3 with a strict counterpart that matches
only if the predictions are direct opposites, i.e. en-
tailment <+ contradiction. It must be noted that
the neutral class does not have a direct opposite;
thus, the metric for this label remains unchanged.
It can be concluded that the inequality s < 7, <1
trivially holds when using these metrics.

4 Experimental Setup

4.1 Model Details

Semantics preserving Generation To generate
and refine semantic variations of the original hy-
pothesis, we chose flan-t5-xI as the generation
model G. It is an instruction-tuned LLM that has
shown close state-of-the-art performance in tasks
such as paraphrasing, zero and few shot generation,
chain of thought reasoning (CoT), and multi-task
language understanding (Chung et al., 2022). For
each of the selected hypotheses, we produce k = 5
unique semantics-preserving variations. To en-
sure diversity and consistency of the generated text
while avoiding computationally expensive exhaus-
tive search, we use a group beam search (Vijayaku-
mar et al., 2016) with a temperature ¢ € [0.3, 0.6]
and a maximum output of 40 tokens throughout
the generation and refinement procedure. We also

further diversify the generation by using the recipe
from Li et al. (2016).

NLI models We systematically experiment with
transformer architectures that are fine-tuned on
MNLI, which exhibit state-of-the-art or close pre-
dictive accuracy on the dataset. We specifically
choose bart-large (Lewis et al., 2019), roberta-
large (Liu et al., 2019b), deberta-base, deberta-
large, deberta-xlarge (He et al., 2020) and distil-
bart (Sanh et al., 2019). These PLMs are taken
without change from their original studies through
the Transformers library (Wolf et al., 2020), ensur-
ing the complete reproducibility of the results. To
observe the effect in an out-of-domain setup, we
also evaluate these models on SNLI and ANLI in a
zero-shot transfer setting.

S Results and Analysis

This section presents the results and analyses of our
semantic sensitivity evaluation framework along
with a suite of ablations analysing the phenomenon
across various transformer sizes, domains, and la-
bel space. Furthermore, we measure the impact
of the phenomenon on the inconsistent predictive
behaviour of NLI models.

5.1 Semantic Sensitivity

In-domain We evaluate several PLMs trained on
MNLI using our experiments presented in Table 2.
The results show that models are limited in their
comprehension of compositional semantics as the
relaxed fooling rate on in-domain experimentation
averages at . = 12.9%. This is further reinforced
by the fact that more than half, r, = 6.58% of
the label changes occur with strict inequality. This
means that minor semantics-preserving changes
lead to a sizable shift in model predictions, even
prompting towards the opposite decision edge half
the time. The behaviour is consistent across all the
transformers and leads us to believe that samples
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that changed labels after surface-form variations
showcase the inconsistent predictive nature of the
models. We further elaborate on this in the next sec-
tion. Consequently, semantically equivalent varia-
tions evidently hinder the decision-making of the
NLI models, prompting us to believe that models
have limited understanding w.r.t. semantic struc-
ture and logical relation, even when the model is
trained on texts from the same distribution.

Out-of-domain We also probe the NLI models
in an out-of-domain zero-shot setting to assess the
transferability of compositional semantic knowl-
edge. Our results in Table 2 show that the discrep-
ancies and limitations in semantic comprehension
are even more pronounced in this setting. We see an
averaged relaxed fooling rate of 7, = 23.7%, with
the maximum at 57.49%, which is only marginally
better than a majority voting baseline. It must be
noted that because different datasets have varying
numbers of samples, the average is weighted w.r.t.
the number of sampled instances from the partic-
ular dataset in the experiment. The results on out-
of-domain evaluation once again follow the pattern
that more than half, ry = 15.8% of the samples
switch the labels to their logically contrasting coun-
terparts. This shows that zero-shot transfer further
amplifies the limitations that NLI models have for
using semantic structures and preserving logical
relations. This further suggests that the semantic
variations where a label change occurs are likely to
be originally predicted correctly as an inconsistent
guess. It follows, that although PLMs fine-tuned
on MNLI are widely used for zero-shot classifica-
tion, their effectiveness diminishes if the classifica-
tion tasks require syntactic understanding. Indeed,
model effectiveness declines and the fooling rates
rise as the tasks become more challenging, requir-
ing greater syntactic knowledge, as we can see from
the comparison of the results from SNLI to ANLI.

Effects of distillation Next, we want to probe if
the susceptibility towards semantic noise is trans-
ferred during model distillation. Thus, we use Dis-
tilBart that is distilled from a larger pre-trained
BART model. While model accuracy remains com-
parable to the original model in Table 1, the dis-
tilled version struggles sizeably more with surface-
form variations. On average, across in- and out-of-
domain evaluation, the distilled NLI model is more
sensitive than the original in terms of relaxed fool-
ing rate by Ar, = 18.4%. The effect of supposed

inconsistence is amplified when observing the strict
fooling rate, where on average ;—: < 1.5. This in-
dicates that during distillation, models are bound
to forget the knowledge regarding compositional
semantics making it harder to preserve the logical
equivalence during inference.

Effects of model size We also test how
semantics-preserving noise affects models of dif-
ferent sizes and parametrization (see Figure 2). Al-
though for in-domain setup, the relaxed fooling
rate metrics marginally drop as the models get big-
ger, the same cannot be observed in out-of-domain
setup. It is evident that bigger PLMs from our study
are almost as restricted in semantic comprehension
as their smaller counterparts. This indicates that
emergent semantic capabilities are not only tied to
model size, but also widely depend upon the choice
of the training dataset.

5.2 Severity of Inconsistent Predictions

Consistency across label space To analyse the
extent of semantic sensitivities within NLI models
we test the effect across all the classes in the label
spaces, presented in Table 3. The per-class break-
down of the strict and relaxed fooling rate indicates
that the effect is consistent across the whole label
space. This allows us to conclude that the observed
limitations in compositional semantic understand-
ing are not caused by class imbalances and are not
specific to a particular set of examples. We see
the increased fooling rate across all of the labels
when comparing in-domain and out-of-domain ex-
periments. This reinforces the prior indications
regarding models’ inability to use semantic struc-
ture to preserve inherent relations within the data,
as all logical relations attain rather similar amounts
of fooling rate during direct evaluation.

Distribution shift in decision making Recall
that we want to measure the impact of semantics-
preserving surface-form variations on NLI models.
We study the predictive distributional shift within
the samples that cause a changed model predic-
tion. To do this, we initially split the samples into
two categories considering whether the sample in-
duced a change of the original prediction within
the NLI model. We further average the probability
distribution of labels obtained from the final soft-
max layer of the model for these two categories.
We measure the differences between the two dis-
tributions with two statistical tests. To evaluate
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Figure 2: In- and out-of-domain fooling rate of DeBERTa of varied sizes, which are measured on MNLI (left) and
SNLI (right). Similarly, s and r, represent the strict and relaxed fooling rates, respectively.

‘ rs/mr(y=FE) rs/rr(y=N) rg/r.(y=0C) rs/Tr
MNLI ‘ 2.78%/13.41%  14.33%/14.33% 3.69%/11.17%  6.58%/12.92%
SNLI 9.54%/18.73%  19.42%/19.42%  2.92%/11.82%  10.24%/16.54%
ANLI_rl | 21.64%/41.97% 38.62%/38.62% 29.17%/44.57% 29.97%/41.30%
ANLI_12 | 20.84%/46.28% 49.41%/49.41% 21.89%/50.80% 31.32%/48.53%

ANLI 13 | 11.65%/52.00%

47.18%/47.18%

16.42%/46.50%  27.04%/48.17%

Table 3: Fooling rate averaged over all models. r, represents the strict fooling rate, in which case the predicted label
of the evaluation pair is opposite to the original label y. r,. measures the proportion of label change. y € {E, N, C}
group the (p, h) pairs by their semantic relation, representing entailment, neutrality, and contradiction, respectively.

the relative entropy between them, we use Jensen-
Shanon Divergence (Fuglede and Topsoe, 2004), a
symmetric, non-negative, and bounded metric for
assessing the similarity between two distributions,
JSD(P|Q) = $D(P||M)+1D(Q| M), where D
is the Kullback-Leibler divergence (Joyce, 2011).
We verify the statistical significance of our findings
with the Kolmogorov—Smirnov test (Berger and
Zhou, 2014), which shows if the two sets of sam-
ples are likely to come from the same distribution.

Our results in Figure 3 show a significant distri-
bution shift when assessing semantics-preserving
surface-form variations. The cosine distance in
the sentence embedding space between the gen-
erated and original samples is negligible at 0.04.
As the absolute cosine similarity values possess
limited interpretable meaning, we further explore
the distributions of cosine distances towards orig-
inal samples for the examples that do and do not
induce label changes. We measure the Jansen-
Shannon divergence of these two distributions at
0.001, implying they are strongly similar. This re-
inforces the hypothesis that surface-form variations

produce logically equivalent samples with minor
distance in the embedding space regardless of the
induced label changes. However, despite minor
changes in the semantic composition, we see a siz-
able change in the final predictive distribution of
the NLI models. We see a significant rise both
in Jensen-Shannon divergence and Kalmogorov-
Smirnov metric, AJSD = 0.51 and AK-S = 0.54,
when comparing the examples where the model
prediction has changed compared to the original.
This indicates that the generated variations do not
cause negligible change within model prediction,
but rather can be considered adversarial for the
model. It shows that the limited capabilities to
utilise syntactic information cause the model to
significantly change the final prediction given mi-
nuscule variations, which is an to inconsistent pre-
dictive behaviour. Given that we initially sampled
examples that the models answered correctly, these
results assert our belief that the models do not dis-
play consistent predictive behaviour despite having
equivalent inputs. This shows that albeit the strong
model performance presented in Table 1, there is
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Average cosine distance between h and h’: 0.0416
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Figure 3: Divergence of predictive probability distribution between (p, k) and (p, h’) measured across the datasets
(ANLI is averaged over the rounds) and averaged over all models. All evaluation pairs are split into two groups
based on whether they manage to flip the original label. Two divergence metrics are shown — JS divergence (left)

and KS divergence (right).
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Figure 4: Standard deviation o of predicted label prob-
abilities (obtained from the final softmax layer of the
model) averaged for original premise-hypothesis pair
(left), surface-form variations that did not cause label
changes (mid) and did induce label change (right). The
bigger o, the more confident the model is w.r.t. the pre-
dictions. The results are averaged over all models.

masked degeneration and discrepancies within the
NLI models stemming from semantic sensitivity.
Our method allows for explicitly quantifying the
degree of semantic sensitivity within PLMs and
allows to measure the impact of that sensitivity on
the decision-making process of the model.

Semantic-Sensitivity and decision variations
We lastly analyse the standard deviation within
the predicted label distribution produced from the
softmax of the model. We compute the standard
deviation for the distribution of original premise hy-
pothesis predictions and compare it with a replace-

ment that does not and does cause label changes in
PLM classification, see Figure 4. For reference, the
upper bound for standard deviation in this 3 class
setting happens when the model is greatly confident
in one of the classes, i.e. softamx = [1,0,0] —
omax = 0.471. Bigger o on average implies more
confident answers by the PLM. It can be observed
that the average predictions with the original sam-
ples have a great degree of confidence. We see an
interesting phenomenon where the predictive confi-
dence slightly rises across most of the datasets for
the cases where the model is able to recover the
inherent textual relations. However, when faced
with examples that cause label changes, there is
a significant drop of Ag = 0.1 in the standard
deviation averaged across the datasets. This sig-
nifies that predictive confidence sizably degrades
when the model struggles to recover the existent
relations because of slight semantics-preserving
variations. That further indicates that NLI models
are susceptible to semantic sensitivity and have lim-
ited knowledge of compositional semantics, which
can lead to the degradation of predictive confidence
and incidentally inconsistent predictions.

6 Conclusion

We present a novel framework for assessing seman-
tic sensitivity in NLI models through generating
semantics-preserving variations. Our systematic
study of the phenomenon across various datasets
and transformer-based PLMs shows that the mod-
els consistently struggle with variations requiring
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knowledge of compositional semantics. This per-
formance deterioration happens across the whole la-
bel space, almost regardless of model size. We mea-
sure the impact of semantic-sensitivity and show
that it diminishes models’ predictive confidence
and can lead to predictive inconsistency.

Limitations

In our work, we cover the semantic-sensitivity that
can be found within NLI models. However, the
framework can be applied to a wider range of clas-
sification tasks. The benchmark can be extended
with more datasets and further enhanced with larger
human evaluation. Also, we covered PLMs specifi-
cally trained for NLI; however, it would be great to
cover bigger LLMs, in particular w.r.t. their emer-
gent zero-shot capabilities. Another limitation is
that we only cover English-based language mod-
els and do not test in multi-lingual or cross-lingual
settings.

Ethics Statement

Our work completes an analysis of numerous mod-
els w.r.t. their decision inconsistency induced by se-
mantic surface form variations. We show that mod-
els are somewhat unable to handle logically and
semantically equivalent sentences, which would
lead to an inconsistent use across various domains
and applications. Our generation method does not
induce any further exploitation threat and can only
be used for measuring the above-mentioned incon-
sistencies. We exclusively use open source publicly
accessible data and models within our experimen-
tations.
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A Appendix

Dataset Fuzzy token match % average length h

average length h/  average token overlap

84.83
81.55
87.59
86.49
85.17

14.31
10.81

17.3
15.99
14.32

mnli
snli
anli_rl
anli_r2
anli_r3

14.14
11.21
17.02
15.84
14.29

13.25
10.38
13.73

12.8
11.27

Table 4

Evaluation under Label change To assess the
extent of the impact of semantic sensitivity, we em-
ploy an evaluation under label change. This means
we consider the examples that changed the original
prediction of the model after a surface-form varia-
tion replaced the original hypothesis. A graphical
representation of this can be seen in Figure 5. It
must be noted that we use only the samples that the
model originally predicted correctly to avoid incor-
rect assessment regarding the reasoning behind the
false predictions. Our primary aim is to measure
the semantic sensitivity within the model predic-
tions and the extent of inconsistency it causes.

Token Level-Differences of the generated varia-
tions We further explore the difference between
surface-form variations and original examples by
conducting a token-level analysis for each pair
(h, ht). We compute the average amount of tokens
present for the original and generated hypothesis
and use fuzzy and exact matching to assess the
overlap of tokens on average for each dataset. The
results can be seen in Table 4. The results show
that the generated and original examples have a
high token level overlap which further reinforces
the idea that surface form variations are close both
syntactically, in the embedding space and logically.
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Figure 5: A diagram for assessing semantic similarity.
Given the generated semantics-preserving surface-form
variation ', we evaluate if a label change occurs when
replacing the hypothesis in accordance with Equation 1
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