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Abstract

Although the International Classification of
Diseases (ICD) has been adopted worldwide,
manually assigning ICD codes to clinical text
is time-consuming, error-prone, and expensive,
motivating the development of automated ap-
proaches. This paper describes a novel ap-
proach for automated ICD coding, combining
several ideas from previous related work. We
specifically employ a strong Transformer-based
model as a text encoder and, to handle lengthy
clinical narratives, we explored either (a) adapt-
ing the base encoder model into a Longformer,
or (b) dividing the text into chunks and pro-
cessing each chunk independently. The repre-
sentations produced by the encoder are com-
bined with a label embedding mechanism that
explores diverse ICD code synonyms. Exper-
iments with different splits of the MIMIC-III
dataset show that the proposed approach out-
performs the current state-of-the-art models in
ICD coding, with the label embeddings signif-
icantly contributing to the good performance.
Our approach also leads to properly calibrated
classification results, which can effectively in-
form downstream tasks such as quantification.

1 Introduction

The International Classification of Diseases (ICD')
coding system, proposed by the World Health Orga-
nization, stands as a universal standard for precise
documentation in the medical domain (O’Malley
et al., 2005). Still, the manual assignment of ICD
codes to clinical text is a time-consuming, labor
intensive, and error-prone task, which has led to
the exploration of automated methods, e.g. using
deep learning algorithms for text classification.
Despite many previous efforts, automatic ICD
coding is still challenging. Clinical notes consist of
long text narratives that use a specialized medical

1https ://www.who.int/standards/
classifications/classification-of-diseases

vocabulary and are associated with a high dimen-
sional, sparse, and imbalanced label space.

In addition to accurately classifying individual
clinical notes, estimating the prevalence of ICD
codes within a dataset is also important for many
practical applications. This corresponds to a text
quantification problem (Schumacher et al., 2021;
Moreo et al., 2022), for which access to properly
calibrated text classification models can be helpful.

This paper describes a novel approach to ICD
coding, combining several ideas from previous
work. In particular, we explored two different
text encoding strategies using a strong Transformer-
based model (Yang et al., 2022a), explicitly dealing
with the lengthy nature of documents like hospital
discharge summaries. The resulting representations
are combined with a label embedding mechanism
inspired by the proposal from Yuan et al. (2022),
which explores diverse ICD code synonyms. Ad-
ditionally, taking inspiration from the MLP-based
quantification approach from Coutinho and Mar-
tins (2023), we present a training setup in which
multi-label classification and text quantification
are jointly addressed. This additional step aims
to improve model calibration while also informing
downstream tasks such as text quantification.

Following previous studies, the proposed model
was evaluated on the publicly available MIMIC-III
dataset (Johnson et al., 2016), specifically analyz-
ing results on two subsets of hospital discharge
summaries, namely MIMIC-III-50 (Mullenbach
et al., 2018) and MIMIC-III-clean (Edin et al.,
2023). Our approach surpasses standard base-
lines and previous state-of-the-art models for ICD
coding across all evaluated metrics, while simul-
taneously providing interesting results regarding
model calibration and ICD code quantification. The
source code supporting our experiments is available
in a GitHub repository?.

2https://github.com/gecgomes/ICD_Coding_MSAM
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The remaining parts of this paper are organized
as follows: Section 2 reviews the related literature,
while Section 3 introduces our novel approach for
ICD coding and quantification. Section 4 presents
the experimental results, establishing a direct com-
parison with previous studies. Finally, Section 5
summarizes our contributions and discusses future
research directions. The paper ends with a discus-
sion on limitations and ethical considerations.

2 Related Work

Several previous studies have addressed the prob-
lem of automatic ICD coding. For instance, Mul-
Ienbach et al. (2018) introduced the Convolutional
Attention for Multi-Label classification (CAML)
approach, which is still commonly considered as
a baseline. CAML employs a label-wise attention
mechanism that enables the model to learn distinct
document representations for each label, selecting
relevant parts of the document for each ICD code.
The authors conducted experiments on MIMIC
datasets (Lee et al., 2011; Johnson et al., 2016),
and the data splits developed for this work were
made publicly available. This study is considered
an essential milestone for reproducibility.

Aiming to address CAML’s limitations in captur-
ing variable-sized text patterns, Xie et al. (2019) im-
proved the convolutional attention model by intro-
ducing a densely connected CNN with multi-scale
feature attention (MSATT-KG), which produces
variable n-gram features and adaptively selects in-
formative features based on neighborhood context.
This method also incorporates a graph CNN to
capture hierarchical relationships among medical
codes. In turn, Li and Yu (2020) proposed Mul-
tiResCNN, i.e. a tailored CNN architecture com-
bining multi-filter convolutions and residual convo-
lutions, capturing patterns of different lengths and
achieving superior performance over CAML.

Vu et al. (2020) introduced LAAT, i.e., a model
that combines an RNN-based encoder with a new
label attention mechanism for ICD coding. LAAT
aimed to handle the variability in text segment
lengths and the interdependence among different
segments related to ICD codes. Additionally, the
authors introduced a hierarchical joint learning
mechanism to address the class imbalance issue.

Yuan et al. (2022) put forth the Multiple Syn-
onyms Matching Network (MSMN) as an alterna-
tive approach to ICD coding. Rather than relying
on the ICD code hierarchy, the authors leveraged

synonyms to enhance code representation learning
and improve coding performance.

Nowadays, Transformer-based Language Mod-
els (LMs) are becoming the fundamental technol-
ogy for medical Al systems to process clinical nar-
ratives. For instance, Yang et al. (2022a) devel-
oped a large clinical LM named GatorTron, train-
ing a Transformer encoder model on text narratives
from de-identified clinical notes from University
of Florida Health, PubMed articles, and Wikipedia.
The authors also examined how increasing the num-
ber of parameters enhances the performance on var-
ious Natural Language Processing (NLP) tasks, in-
cluding named entity recognition, medical relation
extraction, semantic textual similarity, natural lan-
guage inference, and medical question answering.
Their results showed that GatorTron outperformed
previous Transformer models across various NLP
tasks within the biomedical and clinical domains.

Dai et al. (2022) compared Transformer mod-
els for long document classification, focusing on
mitigating the computational overheads associated
with encoding large texts. In turn, Huang et al.
(2022) investigated limitations associated with us-
ing pre-trained Transformer-based LMs, identify-
ing challenges regarding large label spaces, long
input lengths, and domain disparities. The authors
proposed PLM-ICD, i.e., a framework that effec-
tively handles these challenges and achieves supe-
rior results on the MIMIC-III dataset, surpassing
previously existing methods.

In a recent study, Edin et al. (2023) argued that
the proper assessment of model performance on
ICD coding had often struggled with weak con-
figurations, poorly designed train-test splits, and
inadequate evaluation procedures. The authors pin-
pointed significant issues with the MIMIC-III splits
released by Mullenbach et al. (2018). They pro-
posed a new dataset split using stratified sampling
to ensure a complete representation of all classes,
referred to as MIMIC-III-clean.

Regarding text quantification, various algorithms
have been proposed in recent years (Schumacher
et al., 2021). Still, few previous studies have specif-
ically considered multi-label settings (Moreo et al.,
2022). Coutinho and Martins (2023) explored the
use of a Multi-Layer Perceptron (MLP) model
for ICD code quantification, taking inspiration
from under-complete denoising auto-encoders. The
MLP was trained to refine estimates provided by
the Probabilistic Classify and Count (PCC) method,
considering label correlations. Experiments with
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different MIMIC-III dataset splits showed that the
proposed method outperforms baseline approaches
such as Classify and Count (CC) and PCC.

3 Proposed Approach

This work presents a novel approach for ICD cod-
ing, aiming at strong classification performance
together with well-calibrated outputs, which can in-
form downstream tasks such as text quantification.

3.1 Clinical Text Modeling

Within the proposed approach, we compared two
different text encoding strategies to handle long
clinical documents, using GatorTron-base as the
foundational Language Model (LM) for both strate-
gies. GatorTron-base is a Megatron BERT model
pre-trained on the healthcare domain, previously
described by Yang et al. (2022a). This model is
publicly available in the NVIDIA NGC? Catalog
and also through the HuggingFace” library.

As a first strategy, we considered a Longformer
Encoding (LE) approach, where the standard self-
attention mechanism of GatorTron-base is replaced
by the Longformer sparse attention mechanism,
which scales linearly with sequence length (Belt-
agy et al., 2020). This makes it possible to process
documents of thousands of tokens. To adapt the
GatorTron-base into a Longformer, we resized the
positional embeddings to match the new maximum
length allowed for the input sequences (in our case,
equal to 8,192 tokens). The LE uses a local win-
dowed self-attention over chunks of 512 tokens,
and global self-attention in the [CLS] token.

As a second strategy, we considered a Chunk En-
coding (CE) approach, dividing the documents into
C chunks and processing them individually with
GatorTron-base. By dividing inputs into chunks,
we can effectively leverage the capabilities of a
standard Transformer encoder, limited to a maxi-
mum of 7T tokens (in our case, T' = 512), to ana-
lyze long clinical documents. While both LE and
CE are simple to implement, CE can perhaps better
avoid difficulties in having LMs making robust use
of information within long inputs (Liu et al., 2023).

CE relies on the assumption that if an ICD code
can be identified in a single segment (i.e., a chunk)
of the input document, then the code should natu-
rally also be assigned when classifying the docu-
ment as a whole (i.e., a single mention should be

3https ://catalog.ngc.nvidia.com/
*https://huggingface.co/UFNLP/gatortron-base
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Figure 1: A simple classification architecture that con-
siders the Chunk Encoding (CE) approach.
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Figure 2: Smooth document segmentation with 255
token overlaps. Each chunk includes, at the end, the
sentence separation token [SEP] characteristic of BERT-
type models, completing 512 tokens per chunk.

enough to justify the coding decision). We thus
use a max-pooling operation to consolidate the de-
tection of different ICD codes in each chunk, as
illustrated in Figure 1, where C' refers to the num-
ber of chunks, 7' corresponds to the number of
tokens within each chunk, H corresponds to the di-
mensionality of the vectors representing each token,
and L denotes the number of ICD classes. We also
adopted a smooth partitioning scheme that consid-
ers overlaps between chunks to mitigate the loss of
information from abruptly breaking interconnected
pieces of text, as shown in Figure 2.

In the remaining parts of the paper, we will col-
lectively refer to GatorTron and its Longformer ver-
sion as the GatorTron encoder (GatorEnc). Note
that when using the LE strategy, the number of
chunks C' can be seen as being equal to one, and
we do not require the max-pooling operation to con-
solidate chunk results. With this, we can interpret
the following images and expressions in a way that
generalizes to both the LE and CE approaches.

3.2 Multi-Synonyms Attention

Inspired by Yuan et al. (2022), we enhanced
our classification model by integrating a multi-
synonyms attention mechanism. The primary ob-
jective was to explore the intricate relationships
between specific mentions of ICD codes, within
chunks of the hospital discharge summaries, and
the textual descriptions of ICD codes. This integra-
tion aimed to leverage synonyms to improve code
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representation learning (i.e., label embeddings),
aiding in code classification.

First, we extended the ICD code descriptions
with synonyms obtained from a large medical
knowledge base, specifically the UMLS’ meta-
thesaurus. By aligning ICD codes with UMLS
Concept Unique Identifiers (CUIs), we selected
corresponding synonyms for English terms shar-
ing the same CUIs. Additionally, we considered
synonym variants by removing special characters,
allowing only hyphens and brackets, and removing
the coordinating conjunctions or and and.

To improve diversity, we also gathered additional
synonyms from Wikidata and Wikipedia. However,
even with this addition, we observed that the lists
of synonyms associated with each ICD code were
often repetitive, posing a risk of introducing unde-
sired bias in classification. We selected a maximum
of M synonyms by first representing them as vec-
tors through GatorEnc (i.e., taking the [CLS] token
representation for each synonym). Then, a set of
M diverse vectors were selected for each ICD code
through the application of the Gurobi optimizer®
as a way to address the Maximum Diversity Prob-
lem’ (MDP), introduced by Glover et al. (1977)
and which can be formulated as follows:

maximize Zf\;l Zé\;iﬂ dijriz;, (1
subject to Zf\; x; =M, (2)
2;=1{0,1}, 1<i<N. 3)

In the previous equations, d;; is a distance metric
between synonym representations ¢ and 5 (i.e., the
cosine distance between the vectors), and x; takes
the value one if element i is selected and O other-
wise. By solving the MDP, we select a small subset
of M out of N synonyms, that effectively represent
the broader embedding space for each ICD code.
We can denote by (); a matrix where rows corre-
spond to the representations for the M synonyms
associated to an ICD code [, with each code syn-

g S .

onym j; composed of tokens {s;]'}, 7

Q = {GatorEnc(s7!, ..., sﬁjl)[CLS]}%zl. 4)
Note that the synonym representations are not up-
dated during model training. The token representa-
tions of hidden size H, within each chunk of text c,
are similarly produced with GatorEnc, as follows:

, L7). (&)

5https://www.nlm.nih.gov/research/umls/
6https://www.gurobi.com
"https://grafo.etsii.urjc.es/optsicom/mdp.html

K¢ = GatorEnc(z1, ...

Thus, K corresponds to the aggregate token repre-
sentations of all chunks. To integrate the text repre-
sentations from each chunk with the multiple syn-
onym representations, we use an approach inspired
by the multi-synonyms attention method proposed
by Yuan et al. (2022), which in turn draws inspira-
tion from the multi-head attention mechanism of
the Transformer architecture (Vaswani et al., 2017).
We specifically split each K€ into Z heads, equal-
ing this value to the maximum number of synonyms
per code, i.e., Z = M:

K°= K¢, .. KS. (6)

The code synonyms {Ql}lL:l are used to query each
K¢ and, by calculating attention scores a; over K¢,
we identify the parts from the chunk’s text that are
more related to code synonym [:

oy = {Softmax(WgQ; . Tanh(Wx KN} ;. (7)

We use an average pooling operation over
Tanh(K)q; to create code-wise text representations
R, averaging the contributions from synonyms:

R = {AvgPool(Tanh(K)a;)} £ ;. (8)

To assess whether the text of a chunk ¢ contains
code [, we evaluate the similarity between the code-
wise text representation K. and the code’s embed-
dings V. We aggregate the synonym represen-
tations {Q;}~, to form code representations V
through average pooling, resulting in a matrix with
each row depicting a global code representation:

V = {AvgPool(Q}, Q7. ... )}y (9)

To measure the similarity for classification, we ap-
ply a bi-affine transformation. Finally, after care-
fully attending to the ICD codes in each chunk,
using synonyms to enhance the classification, we
employ max-pooling to consolidate the results:

Y = o(MaxPool(Diag(R; WV), ..., Diag(R,WV))). (10)

In the previous equation, R/, is the transpose of R..
Unlike previous approaches that perform classifi-
cation using learned code-dependent parameters,
which can be challenging to define for rare codes,
our bi-affine function uses the parameters WV,
where W is learned. This simplifies the learning
process, at the same time making it more effective.

Figure 3 illustrates the combination of the chunk-
based encoding strategy, described in the previous
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Figure 3: The classification architecture that combines
the CE with a multi-synonyms attention mechanism.

section, with the classification method that consid-
ers the multi-synonyms attention mechanism.

For model training, noting that we are in the pres-
ence of a multi-label classification task, we adopted
the widely-used Binary Cross-Entropy (BCE) loss,
which treats each class independently and can be
formally described as follows:

Lo=YF, —ylog@) — (1 —y)log(1 —gp). (11)

The variable y; € {0, 1} represents the ground-
truth for a code [, while ¢j; represents the probability
of that code being present, as given by the classifier,
and L is the number of different ICD codes.

3.3 Joint Classification and Quantification

Following previous work by Coutinho and Mar-
tins (2023), we considered an approach inspired by
under-complete denoising auto-encoders to quan-
tify the prevalence of ICD codes within a set of
documents, accounting with label associations. We
integrated this quantification module, implemented
as a three-layer MLP, together with the classifier,
performing end-to-end training of the resulting
model. We hypothesize that the classification and
the quantification objectives can naturally comple-
ment each other, and that combining them can con-
tribute to a better calibration of the model.

Notice that classification operates at the level
of individual instances, while quantification oper-
ates over groups of instances. To integrate both

objectives within end-to-end training, we follow
the steps described next:

1. Shuffling and setting a limit: We shuffle the
dataset at the start of each training epoch. We
also establish a limit that simulates the max-
imum number of instances to be considered
for quantification, selected randomly between
one and the total number of training instances.

2. Iterative data collection: We process the in-
stances individually as we progress through
the training set. We collect the classification
results for each instance that is processed, un-
til we hit the previously defined maximum
limit. This creates a new group of instances
for each instance that is processed, consisting
of all the instances that we have processed
thus far, plus the latest one. The processing of
each instance is made as follows:

(a) Computation of classification loss:
When processing each new instance, we
apply our classification model and cal-
culate the classification loss associated
with that instance.

(b) Computation of quantification loss:
We add the classification output to the
previous classification outputs for in-
stances within the group. This allows
us to compute a Probabilistic Classify
and Count (PCC) vector, denoting the es-
timated relative frequency of each class
label within the group of instances. We
then process this vector using the afore-
mentioned MLP, which refines the PCC
estimates. We finally calculate the quan-
tification loss with the refined estimates.

(c) Aggregation of results: The loss values
computed in the previous steps are ag-
gregated into a total loss, which is used
to update the model parameters for each
batch of processed instances.

3. Repeat and reset: We follow the iterative
process (i.e., steps (a) to (c)) until we reach
the maximum number of instances designated
for the quantification set. Once this limit is
reached, we reset the quantification group and
establish a new maximum limit for quantify-
ing instances. We continue with model train-
ing until a stopping criterion is met.

The proposed approach performs joint training
with classification and quantification, accumulating

2306



the PCC quantification estimates over batches of
instances to produce refined quantification results
for groups of different sizes. At inference time,
we can take the MLP that was trained jointly, and
use it separately to perform quantification (i.e., a
classifier can process each instance in a group in
order to produce class probabilities, which can be
aggregated into a PCC quantification estimate to
be then refined with the MLP).

Our combined loss function can be formally de-
scribed by the following equation, where A is a
hyper-parameter controlling the relative influence
of the quantification loss:

L=Lc+ Nq.

The classification loss (L) is the BCE, formally
described in Equation 11, and the quantification
loss (L) can correspond to either the common
Mean Squared Error (MSE) loss (Eg SEY or the

Huber loss (Eg“b”), respectively given by:

12)

LY (pe,pe) = 31 (A, (13)
1L 2
~ =Y (A if A; <4,
Eguber(pe’pe) _ 2 Zl—l( 11) l . 14)
d-(A;—30) otherwise.

In the previous expressions, A; = [pc(1) — pe(1)],
where p, refers to the ground-truth quantification
result (i.e., the relative class frequency within the
set of instances) for each of the L class labels, p.
refers to the quantification estimates, and 9 is a tun-
ing parameter that determines the point at which
the Huber loss transitions from a quadratic to a
linear penalty. The Huber loss has a smooth op-
timization landscape, like the MSE, but it is less
sensitive to outliers, thus perhaps leading to more
stable and accurate results.

4 Experimental Evaluation

This section presents the experimental evaluation
of the proposed method, establishing a comparison
with previously reported results.

4.1 Datasets

Experiments were conducted using the publicly
available MIMIC-III data (Johnson et al., 2016),
which we accessed through PhysioNet® after com-
pleting the ethical training program from the as-
sociated collaborative institutional training initia-
tive. We specifically used the same dataset splits

8https://physionet.org/content/mimiciii/

considered in previous studies, namely MIMIC-
III-50 (Mullenbach et al., 2018), which only com-
prises the top-50 most frequent ICD-9 codes in
the dataset, and also MIMIC-III-clean (Edin et al.,
2023), which corresponds to a cleaned version
of the dataset that contains 3,681 unique ICD-9
codes. We present a statistical characterization of
the dataset splits in Appendix A.1.

The quantification experiments also used
MIMIC-III-50 and MIMIC-III-clean, following the
general methodology from Coutinho and Martins
(2023). Specifically, to assess result quality in
each case, we sampled documents from the cor-
responding validation set to form 5, 000 quantifica-
tion groups of different sizes, with the size param-
eter varying between one and the number of doc-
uments in the set. A separate set of 1, 000 groups
was also created by sampling documents from the
test split. These sets were used for model training
and testing in the quantification experiments.

4.2 Evaluation Metrics

We assessed the proposed approach across various
metrics considered in previous work, to ensure a
fair comparison with prior research.

Regarding the classification task, we used micro
and macro-averaged F1 scores, Area Under the
Curve (AUC) scores, and precision at cutoff n. For
the experiments over the MIMIC-III-50 dataset, we
defined n = 5. For the experiments conducted
on MIMIC-III-clean, we considered n = 8 and
n = 15, roughly aligning with the average number
of codes in each split. To measure our classifier’s
calibration quality, we used the Mean Expected
Calibration Error (MECE) with 20 bins.

To evaluate the quantification task, we used the
Mean Absolute Error (MAE) and the Mean Rela-
tive Absolute Error (MRAE) (Coutinho and Mar-
tins, 2023). The MRAE uses an additive smoothing
penalty to avoid divisions by zero, which slightly
impacts results according to the size of the groups.

4.3 Implementation Details

Table 1 presents the training hyper-parameters con-
sidered in our experiments.

Models using the Chunk Encoder (CE) have a
maximum allowed number of input tokens limited
only by hardware constraints. During training, we
had to limit this input length according to the avail-
able GPU memory, considering a single NVIDIA
A100 with 80Gb. However, at inference time, we
could increase this limit up to 20, 000 tokens. In

2307


https://physionet.org/content/mimiciii/

Parameters MIMIC-1II-50 MIMIC-III-clean

Maximum token input length for CE 7,142 6,122
Maximum token input length for LE 8,192 8,192
Token overlapping window for CE 255 255
GatorEnc hidden size (H) 1,024 1,024
Synonyms per ICD code (M) 4 4
Number of heads (Z) 4 4
Maximum number of epochs 300 300
Early stopping patience 5 5
Effective batch size 16 16
Adam e le-08 1le-08
Starting learning rate 2e-05/2e-07 2e-05/2e-07
Ending learning rate 0 0
MLP hidden size 32 3,072
Quantification coefficient (\) 100 100

Table 1: Hyper-parameters used for model training in
the MIMIC-III-50 and MIMIC-III-clean settings. The
maximum number of epochs values are related to both
the classification and quantification modules.

turn, models using the Longformer Encoder (LE)
have the same maximum input length for training
and testing. Once again, we set this value based on
the available GPU memory.

We trained our classifiers in two stages, using a
linear scheduler for the learning rate. The first stage
uses a learning rate starting at 2e-5 and proceeds
until we reach an early stopping criteria based on
the micro-averaged F1 score over the development
set. We then perform a second training stage, with a
learning rate starting at 2e-7 and an early stopping
criteria based on the Mean Expected Calibration
Error (MECE). The quantification model (i.e., the
MLP) was first trained individually following the
guidelines of Coutinho and Martins (2023), using
a learning rate that starts at 2e-5 and proceeding
until we reach an early stopping criterion, based on
the MSE loss. The model that integrates the quan-
tification objective was initialized with pre-trained
classification and quantification components ob-
tained after a first stage of training. Thus, these
components should already perform each task with
reasonable competence, prior to their combination.

4.4 Experiments and Results

We comprehensively evaluated the proposed ap-
proach with different metrics, comparing it against
previous methods and ablated model versions.
Our Baseline Model (BM) uses GatorTron-base
to process the first 512 tokens of each document,
without the Longformer Encoder (LE) or Chunk
Encoder (CE) strategies, and without the Multiple-
Synonyms Attention Mechanism (MSAM). We
also assessed the combination of the two encod-

ing strategies with the label embeddings (i.e., mod-
els referred to as {CE, LE}+MSAM), and also the
joint training with classification and quantification
objectives (i.e., { CE, LE}+MSAM+CLQ).

4.4.1 Classification

Tables 2 and 3 present classification results for
different model variants, respectively for MIMIC-
III-50 and MIMIC-III-clean.

Both encoding strategies (CE and LE) signifi-
cantly outperform the Baseline Model (BM), with
CE also outperforming LE in all metrics by a con-
siderable margin. Notice that LE compresses the
entire document into a single representation vec-
tor, while the CE strategy considers identifying
ICD codes in smaller chunks, avoiding problems
in encoding long inputs (Liu et al., 2023).

The MSAM mechanism also notably enhances
performance across all the metrics. Still, de-
spite the significant performance gap between the
LE and CE models, these differences diminish
after incorporating this module. In MIMIC-III-
clean, LE+MSAM has a slightly higher micro-
averaged F1 score (+0.6) but a significantly lower
macro-averaged F1 score (-2.5) when compared
to CE+MSAM. This indicates that while both ver-
sions show similar overall results across the differ-
ent ICD classes, CE performs better in classifying
individual ICD classes with lower prevalence fre-
quencies, which can be important in this domain.

Considering the overall better results with the
CE strategy, we decided to use only this encoding
approach for further experiments, considering joint
training with the quantification objective. The re-
sults in Tables 2 and 3 show that the joint training,
either with the MSE or the Huber loss, does not
significantly impact the classification accuracy.

To assess the impact of using a different num-
ber of synonyms in the label embeddings, and
also the diversity-based strategy for selecting the
synonyms, we considered the CE+MSAM model
over the MIMIC-III-50 dataset. We varied M be-
tween 2, 4, or 8 synonyms, and considered either
random or maximum-diversity (i.e., MDP) selec-
tion. The results are shown in Table 4, confirming
that the maximum-diversity selection strategy pos-
itively impacts the results when using fewer syn-
onyms. Consistently with the results from Yuan
et al. (2022), our experiments also indicate that
M = 4 produces the best results.

We also analyzed the proposed approach in terms
of calibration performance. In Table 5, we explic-
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Model Stopping AUC F1 P@N

Epochs Macro Micro Macro Micro P@5
CAML* (Mullenbach et al., 2018) - 87.5 91.1 51.0 60.6 61.1
MSATT-KG' (Xie et al., 2019) - 91.4 93.6 63.8 68.4 64.4
MultiResCNN* (Li and Yu, 2020) - 89.7 92.4 61.1 67.3 64.4
LAAT* (Vu et al., 2020) - 90.5 92.8 59.2 66.8 64.0
PLM-ICD* (Huang et al., 2022) - 91.7 93.8 65.4 70.5  65.7
MSMNT (Yuan et al., 2022) - 92.8 94.7 68.3 72.5 68.0
KEPTLongformer! (Yang et al., 2022b) - 92.6 94.8 68.9 72.9 67.3
BM 11(+0) 83.8 87.0 49.1 56.1 55.8
LE 26(+0) 84.9 87.9 54.8 61.5 59.7
CE 10(+0) 91.2 93.4 65.5 70.0 66.1
LE+MSAM 5(+6) 93.8 95.4 70.3 73.9 69.1
CE+MSAM 4(+10) 93.7 95.4 70.4 73.9 688
CE+MSAM+CLQysp 4(+4) 937 954 704 740 689
CE+MSAM+CLQjjuper 4(+1) 937 954 703 738 689

Table 2: Results for the different classification meth-
ods on the MIMIC-III-50 test set. Results for meth-
ods marked with * were taken directly from Edin et al.
(2023). Results for methods marked with  were taken
directly from the corresponding paper. The values in
bold represent the best-in-class performance in terms of
the different evaluation metrics.

Model Stopping AUC F1 P@N
Epochs Macro Micro Macro Micro P@8 P@15
CAML* Mullenbach et al. (2018) - 91.4 98.2 20.4 55.4  67.7 528
MultiResCNN* (Li and Yu, 2020) - 93.1 98.5 22.9 56.4 685  53.5
LAAT* (Vu et al., 2020) - 94.0 98.6 22.6 57.8  70.1 548
PLM-ICD* (Huang et al., 2022) — 95.9 98.9 26.6 59.6  72.1  56.5
BM 43(+0) 89.9 95.7 11.0 44.5 59.5 442
LE 79(+0) 90.3 95.7 12.9 486  63.0 46.9
CE 68(+0) 91.7 96.1 16.9 521 66.1  50.6
LE+MSAM 6(+6) 96.3 99.0 28.0 609 742 581
CE+MSAM 8(+5) 96.3 98.9 30.5 60.3 733 575
CE+MSAM+CLQysg 8(+6) 96.4 99.0 31.2 60.5 733 574
CE+MSAM+CLQyyper 8(+5) 96.3 98.9 30.5 60.4 733 574

Table 3: Results for the different classification methods
on the MIMIC-III-clean test set. Results for methods
marked with * were taken from Edin et al. (2023).

itly examine the calibration error over different
sets of ICD codes: Low percentile (Low Pth) cor-
responds to the average value of the calibration
error calculated for the 10% of ICD codes with
the lowest frequency rates in the training set of the
respective MIMIC-III split. In turn, the medium
percentile (Medium Pth) represents the average
value of the calibration error for the 10% of ICD
codes with medium frequency rates, falling within
the 55% to 65% percentile range in the respective
MIMIC-III split training set. Finally, the high per-
centile (High Pth) indicates the average value of the
calibration error for the 10% of medical codes with
the highest frequency of occurrence in the training
set of the respective MIMIC-III split.

The results show that the label embedding mech-
anism offers notable benefits in model calibration.
The joint optimization also improved calibration
results for MIMIC-111-50, although not in MIMIC-
III-clean, where LE+MSAM exhibited the best av-
erage calibration performance. Chunk-based mod-

AUC F1 P@N

Macro Micro Macro Micro P@5

M=1 93.5 95.2 69.3 725 68.0
M =2 (random) 93.3 95.2 69.4 72.8  68.2
M = 2 (maximum-diversity)  93.6 95.3 69.8 73.4 683
M = 4 (random) 93.6 95.3 69.8 73.3 684
M = 4 (maximum-diversity) ~ 93.7 95.4 70.4 739 688
M =8 (random) 93.4 95.1 69.9 734 68.2

M = 8 (maximum-diversity)  93.4 95.1 69.2 72.9 68.0

Table 4: Results when considering a different number
of synonyms (/) on the MIMIC-III-50 dataset.

Dataset Classifier Mean Low Pth Medium Pth  High Pth
BM 3.8e-02 1.7e-02 3.0e-02 6.1e-02
LE 6.0e-02 3.5e-02 6.4e-02 8.2e-02
CE 3.5e-02 2.1e-02 3.0e-02 5.1e-02

MIMIC-III-50 LE+MSAM 2.7e-02 2.0e-02 2.5e-02 3.6e-02
CE+MSAM 2.8e-02 1.9e-02 2.4e-02 3.7e-02
CE+MSAM+CLQyse 2.9e-02 2.1e-02 2.6e-02 3.7e-02
CE+MSAM+CLQqpe;  2:6€-02  1.9¢-02 2.5¢-02 3.3e-02
BM 218.1e-05  8.8e-05 60.0e-05 1520.0e-05
LE 258.2e-05 12.2e-05 90.0e-05 1660.8e-05
CE 248.6e-05  11.7e-05 87.8e-05 1595.1e-05

MIMIC-III-clean LE+MSAM 140.1e-05  18.4e-05 81.2e-05 680.1e-05
CE+MSAM 155.6e-05  18.5e-05 85.3e-05 769.0e-05
CE+MSAM+CLQysg  161.4e-05 20.1e-05 87.7e-05 800.6e-05
CE+MSAM+CLQyupe;  157.2¢-05 18.3¢-05  85.3¢-05  780.6¢-05

Table 5: Calibration quality according to the MECE
metric, for all the proposed classification models and on
different percentiles of the MIMIC-III splits.

eling can perhaps overvalue the probabilities asso-
ciated to each class, negatively affecting the cal-
ibration with its use of a max-pooling operation.
Additionally, our results also show that the Huber
loss has a positive effect on enhancing model cali-
bration, compared to the MSE loss. Although the
jointly trained model that optimizes quantification
through the MSE loss has slightly better classifi-
cation results, the variant that uses the Huber loss
is better in terms of calibration. We, therefore,
used the CE+MSAM-+CLQpper model for further
considerations, arguing that this variant can better
balance classification and calibration performance.

Compared to other approaches in the literature,
we outperform the previously best-performing mod-
els reported for the two MIMIC-III splits under
analysis. It is worth noting that the models reported
by Edin et al. (2023) underwent an adjustment us-
ing the validation splits, as the authors reported
on classification performance after optimizing the
decision boundary values through a grid search
mechanism to maximize F1 scores in the validation
splits. In contrast, our results do not involve any
such adjustment and still surpass the best-reported
models to date, establishing a new state-of-the-art
with a default decision boundary set at 0.5.

On MIMIC-III-50, the proposed approach out-
performs the best reported model to date (i.e.,
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KEPTLongFormer) across all metrics, with scores
of 93.7 (+1.1), 954 (+0.6), 70.3 (+1.4), 73.8
(+0.9), and 68.9 (+1.6) in terms of macro-AUC,
micro-AUC, macro-F1, micro-F1, and P@5, re-
spectively. On MIMIC-III-clean, we outperform
the best reported model to date (i.e., PLM-ICD)
also across all metrics, with scores of 96.3 (+0.4),
98.9 (+0.0), 30.5 (+3.9), 60.4 (+0.8), 73.3 (+1.2)
and 57.4 (+0.9) in terms of macro-AUC, micro-
AUC, macro-F1, micro-F1, P@8, and P@15.
Appendix A.2 details the classification perfor-
mance across different ICD chapters, additionally
also showing results for the top-10 most frequent
ICD codes, and for relevant chronic diseases. These
different examples attest to the usefulness of our ap-
proach, offering accurate classification results that
can inform different types of downstream analyses.

4.4.2 Quantification

Tables 6 and 7 show results for quantification
experiments using both MIMIC-III splits. The
baseline results correspond to the standard CC
and PCC methods, and also to the use of an
MLP separately trained for quantification, fol-
lowing the experimental setup from Coutinho
and Martins (2023). In the case of the pro-
posed models, i.e. CE+MSAM+CLQysg and
CE+MSAM+CLQyper> the MLP trained jointly
with the classifier, using either the MSE or the Hu-
ber loss, was employed for quantification.
CE+MSAM+CLQysg outperforms CE+MSAM
and CE+MSAM+CLQppr in terms of classifica-
tion accuracy, but not in terms of calibration, which
impacts the standard CC and PCC metrics. Notably,
the LE+MSAM model achieves better results with
PCC but worse with CC, aligning with the idea that
chunk encoding tends to overvalue class probabil-
ities, negatively impacting the PCC results. Still,
this effect is mitigated when not looking at the
probabilities directly, i.e. with the CC method.
Analyzing Tables 6 and 7, we see that joint op-
timization generally surpasses all mentioned base-
lines, including the separate training of the MLP
proposed by Coutinho and Martins (2023). This is
consistent across all metrics, except for the MRAE
in MIMIC-III-clean, where combining BM with
PCC corresponds to the lowest value. Although
this result seems misleading, the MRAE uses addi-
tive smoothing to avoid divisions by zero, which
slightly impacts results according to group sizes.
Is is thus important to also look at results with the
MAE, i.e., a complementary metric that evaluates

cc PCC MLP/CLQ

MAE MRAE MAE MRAE MAE MRAE
BM 4.08e-02 22.02e-02 1.70e-02  10.12e-02 1.22e-02 7.22e-02
LE 2.83e-02 15.70e-02 2.02e-02 11.53e-02 1.15e-02 6.87e-02
CE 2.11e-02  10.08e-02 1.50e-02  9.67e-02  1.14e-02 6.83e-02
LE+MSAM 1.96e-02 10.11e-02 1.25e-02  7.34e-02  1.09e-02  6.64e-02
CE+MSAM 1.72e-02  9.31e-02  1.38e-02  9.31e-02  1.09¢-02  6.64e-02
CE+MSAM+CLQysg  1.91e-02  9.90e-02  1.69e-02  10.90e-02  1.14e-02  6.83e-02
CE+MSAM+CLQype;  1.89¢-02  10.32¢-02  1.47e-02  10.0e-02  1.05e-02  6.64e-02

Model

Table 6: Results for different quantification methods,
using the results from different classification models on
the MIMIC-III-50 test dataset split.

Model cc PCC MLP/CLQ
MAE MRAE MAE MRAE MAE MRAE
BM 18.73e-04 3.03e-01  8.39e-04 1.88e-01 8.07e-04 2.18e-01
LE 16.00e-04 2.86e-01  9.99e-04  2.01e-01 8.00e-04 2.18e-01
CE 15.78e-04 2.76e-01 11.23e-04 2.02e-01  7.89e-04 2.12e-01

LE+MSAM 12.14e-04  2.84e-01
CE+MSAM 11.48e-04  2.27e-01
CE+MSAM+CLQysp  11.13¢-04  2.26e-01

CE+MSAM+CLQype;  11.41¢-04  2.28¢-01

7.34e-04
7.78e-04
9.12e-04
8.12e-04

2.21e-01  7.83e-04 2.13e-01
2.21e-01  7.68e-04 2.09e-01
2.55e-01  7.00e-04 2.04e-01
2.30e-01  6.93e-04 2.04e-01

Table 7: Results for different quantification methods,
using the results from different classification models on
the MIMIC-III-clean test dataset split.

quantification consistently across group sizes.

Overall, the results indicate that joint training,
and particularly when using the Huber loss, can
effectively inform the MLP about class distribu-
tions, leading to good quantification performance
and improving classifier calibration compared to
the MSE loss. We present a more detailed analysis
of the quantification results in Appendix A.3.

5 Conclusions and Future Work

This work introduced a novel deep learning method
for ICD coding, achieving state-of-the-art results in
tests with two well established MIMIC-III dataset
splits. The proposed method processes long clinical
documents and uses a label embedding mechanism
that explores diverse ICD code synonyms. Besides
achieving highly accurate classification results, the
proposed approach produces well-calibrated esti-
mates that can effectively inform downstream tasks
such as text quantification.

Despite the strong results, it should be noted that
our model does not exploit the hierarchical struc-
ture inherent to the ICD coding system. Thus, a
promising avenue for further improvement involves
using this structural knowledge, e.g. by implement-
ing dual classification heads. Another path worth
exploring relates to using alternative methods to
improve calibration (e.g., using other classification
loss functions besides the BCE), since improving
calibration is beneficial for classification and essen-
tial for accurate results in quantification.
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Limitations and Ethical Considerations

While our work does not raise new ethical issues
within this domain, there are general concerns.

ICD coding is essential in clinical, operational,
and financial healthcare decisions. Traditionally,
medical coders review documents and manually
assign the appropriate ICD codes by following
specific coding guidelines. Approaches such as
ours can significantly reduce time and costs in ICD
coding. Still, there are risks associated with over-
reliance on automatic coding methods. No matter
how accurate a given approach is, it is still possi-
ble to misclassify documents with erroneous ICD
codes, affecting patient treatment. Therefore, auto-
matic coding should assist, rather than replace, the
judgment of trained clinical professionals.

Our experiments have also relied on MIMIC-III
dataset splits used in previous studies. While these
datasets constitute useful benchmarks for develop-
ing and evaluating new methods, they do not repre-
sent the enormous variety of clinical and linguistic
data encountered in potential deployments.
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A Appendix

This appendix presents statistical information about
the dataset splits, and additional experimental re-
sults for the classification and quantification tasks.

A.1 MIMIC-III Dataset Splits

Table 8 provides a statistical characterization of the
MIMIC-III splits considered in our experiments,
detailing the training, validation, and test sets, and
underlining the highly imbalanced label distribu-
tion, the disparity between the average and maxi-
mum document lengths, and the high number of
ICD codes assigned to each discharge summary.

In turn, Table 9 presents the frequency of ICD
codes over the data, dividing the ICD codes into
three relevant percentiles for the training and test
sets, for both MIMIC-III splits. Low Pth accounts
for the 10% of medical codes with the lowest occur-
rence frequency in the training set of the respective
MIMIC-III split. Medium Pth corresponds to the
10% of codes with medium occurrence frequency,
falling within the 55% to 65% percentile range in
the training set of the respective MIMIC-III split.
Lastly, High Pth corresponds to the 10% of codes
with the highest occurrence frequency in the train-
ing set of the respective MIMIC-III split.

Words per Doc.  Tokens per Doc.  Codes per Doc.  Unique Type of Codes

Set (Split) Samples

Avg. Max. Avg. Max. Avg.  Max. Codes  Diag. Proc.
Train (top-50) 8,066 1,642 7,989 2,830 20,297 5.4 18 50 33 17
Val. (top-50) 1,573 1,932 6,658 3,410 16,566 5.9 21 50 33 17
Test (top-50) 1,729 1,964 6,470 3,465 11,871 6.0 20 50 33 17
Train (clean) 38,401 1,514 10,500 1,651 11,758 14.0 57 3,681 2,849 832

Val. (clean) 5,577 1,552 6,393 1,694 6,897 159 60 3,676 2,844 832
Test (clean) 8,734 1,485 7,858 1,619 8,299 148 56 3,681 2,849 832

Table 8: Statistics for the training, validation and test
sets of MIMIC-III-50 (top) and MIMIC-III-clean (bot-
tom). The columns labeled with words per doc refer to
the average and maximum number of words per hospital
discharge summary. Tokens per doc corresponds to the
average and maximum number of tokens per clinical
document. Codes per doc refers to the average and
maximum number of ICD codes per document. Unique
codes corresponds to the number of distinct ICD codes.
Finally, type of codes is used to indicate the number of
distinct diagnosis and procedure codes.

Dataset Split Low Pth Medium Pth  High Pth
Train  397-449 759-914 1615-3233
MIMIC-III-50
Test 60-127 148-247 402-470
Train 4-9 36-56 308-14,598
MIMIC-III-clean
Test 1-4 6-27 55-2228

Table 9: Number of ICD code occurrences in specific
percentiles of code prevalence frequency.

Code  Description Precision Recall F1

401.9  Unspecified essential hypertension 76.73 85.20  80.75
38.93  Venous Catheterization, Not Elsewhere Classified 69.30 7172 70.49
428.0  Heart failure 80.94 82.66 81.79
427.31  Arrial fibrillation 90.57 91.82 91.19
414.01  Coronary atherosclerosis of native coronary artery 81.17 86.35 83.68
96.04  Insertion Of Endotracheal Tube 79.78 80.99  80.38

96.6 Enteral Infusion Of Concentrated Nutritional Substances 70.24 76.86  73.40

584.9  Acute kidney failure, unspecified 73.70 68.79 71.16
Diabetes mellitus without mention of complication

250.00 7243 8337 77.52

type II or unspecified type, not stated as uncontrolled

272.4  Other and unspecified hyperlipidemia 69.73 80.24  74.62

Average 76.46 80.8  78.50

Table 10: Results over the test split for the 10 most
frequent ICD codes in the MIMIC-III-clean dataset.

Unique codes Performance Metrics

Block Chronic Disease Percentage
(Present) Macro-F1 Micro-F1

250 Diabetes mellitus 33 1.943% 28.60 65.22
401-405 Hypertensive Disease 14 3.303% 29.10 76.84
410-414 Ischemic Heart Disease 32 3.279% 29.49 69.01
428 Heart Failure 15 2.471% 36.65 71.47
585:403-404  Renal Failure 16 1.600% 34.95 58.71
490-496 Pulmonary Disease 16 1.209% 45.05 67.56

Table 11: Results for relevant chronic diseases. The
columns unique codes and percentage refer to the num-
ber of unique codes of the respective block within the
MIMIC-III-clean dataset, and to the corresponding per-
centage of occurrences over the dataset.

A.2 Additional Classification Results

Tables 10 to 13 provide additional insights into our
classification results, specifically considering the
CE+MSAM+CLQyper model.

Table 10 presents classification results for the
top-10 most frequent ICD codes over MIMIC-III-
clean. We obtained a mean precision of 76.46%,
a mean recall of 80.8%, and a mean F1 score of
78.50%. In turn, Table 11 presents the performance
for examples of relevant chronic diseases, repre-
senting some of the main focuses of healthcare
investigation. Tables 12 and 13 provide results for
codes within different ICD diagnosis and procedure
chapters. Together, these results illustrate different
possible applications for the ICD coding results.

Note that Chapter VII (i.e., diseases of the cir-
culatory system) in the ICD-9 diagnosis codes ac-
counts for a substantial portion of the MIMIC-III-
clean dataset, representing 22.471% of all diagno-
sis codes. This chapter demonstrates good classi-
fication performance, with our model achieving a
macro-averaged F1 score of 29.08% and a micro-
averaged F1 score of 67.38%.

Conversely, Chapter XI (i.e., complications of
pregnancy, childbirth, and the puerperium) is the
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Occurrences Preformance Metrics

Chapter Train  Validation  Test Percentage Macro-F1 Macro-F1
1 14,050 2,090 3,212 3.190% 33.57 52.91
I 9,200 1,401 2,076 2.09% 36.35 57.62
I 49,135 7,356 11,008 11.126% 32.99 60.33
v 17,882 2,657 4,106 4.062% 29.94 40.93
v 17,392 2,562 3,740 3.905% 21.87 47.90
VI 15,811 2,433 3,397 3.567% 28.78 54.69
VII 99,076 14,729 22,526 22.471% 29.08 67.38
VIII 31,613 4,703 7,113 7.158% 35.46 95.54
IX 27,061 3,967 6,022 6.107% 30.59 56.32
X 22,940 3,438 5,260 5.215% 28.90 62.00
XI 151 24 33 0.034% 25.95 40.00
XII 6,056 888 1,371 1.371% 28.64 47.17
X1 9,098 1,360 1,944 2.044% 27.66 51.08
XIvV 2,228 328 471 0.499% 51.85 62.61
XV 12,656 1,740 2,565 2.796% 31.18 59.92
XVI 20,692 3,154 4,550 4.68% 15.32 39.50
XVII 87,280 13,018 19,131 19.685% 23.56 50.83

Table 12: Number of instances and classification perfor-
mance metrics for each of the ICD diagnosis chapters.
The column named percentage corresponds to the per-
centage of the diagnosis codes under consideration over
the MIMIC-III-clean dataset.

Occurrences Preformance Metrics

Chapter Train  Validation  Test Percentage Macro-F1 Macro-F1
1 5,508 855 1,347 3.589% 36.48 65.02
I 4,852 733 1,148 3.134% 41.18 66.73
I 91 13 17 0.056% 63.07 66.67
I\Y% 102 15 23 0.065% 56.89 59.57
v 0 0 0 0% 0.0 0.0
VI 21 3 4 0.013% 40.00 40.00
viI 501 75 104 0.317% 24.58 36.59
VIII 9,590 1,480 2,164 6.161% 37.12 63.90
IX 47,762 6,895 10,813 30.478% 46.07 76.23
X 897 127 217 0.578% 49.38 71.36
X1 15,302 2,267 3,555 9.834% 38.18 66.54
XII 1,045 152 230 0.664% 54.41 74.89
XIIT 641 102 127 0.405% 74.62 69.96
XIvV 201 27 43 0.126% 56.65 65.06
XV 20 3 4 0.013% 88.89 88.89
XVI 5,990 924 1,307 3.827% 42.50 59.86
XvII 2,308 318 539 1.473% 32.19 50.41
XVIIT 61,329 8,568 14,455 39.267% 25.37 66.70

Table 13: Number of instances and classification perfor-
mance metrics for each of the ICD procedure chapters.
The column named percentage corresponds to the per-
centage of the procedure codes under consideration over
the MIMIC-III-clean dataset.

least frequent chapter of ICD codes, and corre-
sponds to the lowest classification performance.
With a prevalence of only 0.034% in the dataset,
our model achieved macro- and micro-averaged F1
scores of 25.95% and 40.00%, respectively in this
chapter. These scores highlight the negative impact
of infrequent ICD codes on model effectiveness.

Furthermore, we observe an interesting phe-
nomenon in Chapter X1V (i.e., congenital anoma-
lies). Although this chapter represents a relatively
small percentage (0.499%) of the overall dataset,
the model performs remarkably well in this chap-
ter. It attains macro and micro-averaged F1 scores
of 51.85% and 62.61%, respectively, empirically
showing the model’s ability to perform few-shot
learning when dealing with seldom-seen codes.

When we examine the overall distribution of
procedure codes, we see that the dataset is char-
acterized by a generally low density of procedure
codes, with two notable exceptions in Chapter IX
(i.e., operations on the cardiovascular system) and
Chapter XVIII (i.e., miscellaneous diagnostic and
therapeutic procedures), which encompass almost
70% of the dataset. However, despite the relatively
low frequency of procedures in the other chapters,
our model performs exceptionally well in them. For
instance, Chapters VI and XV achieve performance
values of 40% and 88.89% respectively in macro-
and micro-averaged F1, even though these codes
have a small representation of 0.013% within the
dataset. These results highlight the model’s capac-
ity to learn even from infrequent instances, again
emphasizing its few-shot learning capabilities.

Chapter XVIII in the ICD-9 procedure codes,
which covers miscellaneous diagnostic and thera-
peutic procedures, stands out as the most frequently
occurring chapter in the MIMIC-III-clean dataset,
accounting for a substantial 39.267% of the total
number of instances. In this chapter, we achieve
25.37% for macro-averaged F1 and 66.70% for
micro-averaged F1.

A.3 Additional Quantification Results

Figure 4 shows Absolute Error (AE) and F1 scores
per ICD class, sorted by prevalence frequency over
the MIMIC-III-50 dataset.

The results show that the CLQgp,. method out-
performs PCC for nearly all ICD codes when it
comes to accurately grasping ICD code prevalence.
For instance, ICD code 401.9, which is the most
frequent in the dataset, presents a high disparity in
AE between PCC and CLQp,, results. An even
higher disparity is seen for code 99.04, which cor-
responds to transfusion of packed cells and has an
average prevalence frequency. Further investiga-
tion revealed that despite having a high F1 score
(80.75%), the classification results for ICD code
401.9 have a notable difference between precision
(76.73%) and recall scores (85.20%). This sug-
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Figure 4: Relative frequency, absolute error, and F1
scores for each ICD code over MIMIC-III-50 dataset.
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Figure 5: Estimated versus real prevalence for the two
most frequent (top) and rarest (bottom) ICD codes in
the MIMIC-III-50 dataset.

gests that the classification model overestimates
this class, perhaps due to its high frequency, re-
sulting in inaccurate posterior probabilities. The
CLQpuper method appears to recognize this behav-
ior and correct the results. Figure 5 aligns with
the previous analysis, showing estimated versus
real prevalence frequencies for frequent versus rare
ICD codes (including code 401.9).
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