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Introduction

Welcome to the proceedings of the system demonstration track of the 18th Conference of the European
Chapter of the Association for Computational Linguistics (EACL 2024) on March 17-22, 2024. For
the EACL 2024 system demonstration track, we received 58 submissions, of which 24 were selected for
inclusion in the program (acceptance rate of 41.3%). We would like to thank the members of the program
committee for their timely help in reviewing the submissions. Lastly, we thank the many authors that
submitted their work to the demonstrations track. As this year’s EACL conference is a hybrid event, the
demonstration papers will be presented through virtual presentations and also in person during the poster
sessions. We appreciate the efforts made by all authors to showcase their work and contribute to the
success of the conference.

Orphée De Clercq, Nikos Aletras
EACL 2024 System Demonstration Chairs
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Abstract

In this paper we introduce TextBI, a multimodal
generic dashboard designed to present multidi-
mensional text annotations on large volumes
of multilingual social media data. This tool
focuses on four core dimensions: spatial, tem-
poral, thematic, and personal, and also supports
additional enrichment data such as sentiment
and engagement. Multiple visualization modes
are offered, including frequency, movement,
and association. This dashboard addresses the
challenge of facilitating the interpretation of
NLP annotations by visualizing them in a user-
friendly, interactive interface catering to two
categories of users: (1) domain stakeholders
and (2) NLP researchers. We conducted experi-
ments within the domain of tourism leveraging
data from X (formerly Twitter) and incorpo-
rating requirements from tourism offices. Our
approach, TextBI, represents a significant ad-
vancement in the field of visualizing NLP an-
notations by integrating and blending features
from a variety of Business Intelligence, Geo-
graphical Information Systems and NLP tools.
A demonstration video is also provided.1

1 Introduction

In today’s data-driven era, the ability to quickly an-
alyze, interpret, and make decisions based on vast
amounts of data has become crucial (Leung et al.,
2013). This is particularly true for social media
platforms, which generate extensive amounts of
textual data. Natural Language Processing (NLP)
plays a crucial role in transforming unstructured
text data, like social media posts, into structured
knowledge (Souili et al., 2015). However, the enor-
mous quantity of social media information and the
wide range of potential automatic annotations can
make it challenging to efficiently extract insights
from annotated social media data. Consequently,
there is a need for tools that can facilitate the inter-

1https://youtu.be/x714RKvo9Cg

Figure 1: TextBI’s role in the interaction with the NLP
pipeline

pretation and understanding of automatic annota-
tions within a social media corpus for people who
are not necessarily domain-experts. This paper in-
troduces TextBI, a generic, multi-modal dashboard
that enables comprehensive visualizations of multi-
dimensional annotations extracted from social me-
dia (see Fig. 1).

TextBI offers a user-friendly and intuitive inter-
face that presents text annotations visually. TextBI
goes further than existing NLP visualization tools
by incorporating interactions, multidimensional
combined filtering, and visual synchronization,
commonly found in Business Intelligence (BI)
tools. Raw multilingual text annotations are con-
verted into interactive visuals, making them more

1
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easily understandable thereby facilitating their in-
terpretation. This dashboard operates on four
generic dimensions: spatial (location data), tempo-
ral (time stamps), thematic (data semantics linked
with a domain resource), and personal (user-related
data and profiles). Furthermore, it supports op-
tional and extensible enrichment data, including
sentiment and engagement metrics (e.g., likes,
shares). TextBI also comes with a generic data
model (APs Model; Masson et al., 2023b) capa-
ble of modeling any annotated corpus from social
media along the aforementioned dimensions.

Data collection and NLP must be undertaken
before its use to produce an annotated corpus of
social media posts. TextBI is designed to address
the requirements of two distinct categories of users:

• Domain Stakeholders: seeking specific in-
sights related to their field. For example, in the
tourism industry, tourism offices might find it
beneficial to analyze certain types of informa-
tion. This could include identifying the most
popular tourist activities, determining which
cities are often visited together, and under-
standing the emotions or opinions of visitors
regarding their experiences. This information
can assist them in making informed decisions.

• NLP Researchers in need of a tool to eval-
uate NLP processes and models. This could
involve observing the distribution of various
types of annotations to better diagnose recur-
ring issues.

Both categories of users may have different end
goals, but there might be common interests in terms
of what they want to observe. We believe that
both groups are likely to share an interest in identi-
fying frequencies, associations, and sequences of
annotations. Additionally, they may want to con-
duct cross-dimensional analyses involving different
types of annotations. Thus, TextBI could meet the
requirements for both categories of end-users.

Previous work on Business Intelligence (BI;
Datig and Whiting, 2018; Orlovskyi and Kopp,
2020; Vashisht and Dharia, 2020; Desai et al.,
2021), Geographical Information Systems (GIS;
Kurt Menke et al., 2016) and NLP tools (Chantra-
pornchai and Tunsakul, 2021; Rajaonarivo et al.,
2022) have addressed the visualization of NLP
annotations in an independent manner. In this
work we take into account previous approaches
while also addressing their respective limitations.

From BI tools, we borrow the interactive design,
user-friendly interfaces, and visual synchronization,
adapting these features for their use with annotated
text data as opposed to traditional numerical data.
We adopt detailed spatial views of GIS tools, ac-
knowledging that social media data often contains
a spatial aspect. However, unlike traditional GIS
tools, we aim for a multidimensional approach, not
just a spatial one. From NLP tools, we take their
analytical strength, such as co-occurrence and fre-
quency analysis, but go beyond their usual focus on
text and basic words to include dimensional entities
like thematic concepts, locations, and time periods.
By merging these elements, TextBI aims to pro-
vide an inclusive visualization of NLP annotations
that benefits both researchers and domain-specific
stakeholders.

Summarizing, we believe that TextBI represents
a significant advancement in the field of visualiz-
ing NLP annotations by integrating and blending
features of a variety of tools.

2 Related Work

Geographical Information Systems (GIS) such
as QGIS (Kurt Menke et al., 2016) and ArcGIS
(Booth et al., 2001) offer a wide variety of func-
tionalities to meet the varying needs of different
users. While these systems are useful for visual-
izing geospatial data in depth, their primary focus
is on the spatial aspect of data, which limits their
usefulness in non-spatial data contexts. Although
GIS tools are capable of displaying thematic data
(Murthy et al., 2003), they must be associated with
a specific spatial area.

In the realm of Business Intelligence (BI) tools,
Tableau (Datig and Whiting, 2018), Power BI
(Ferrari and Russo, 2016), and QlikView (Shukla
and Dhir, 2016) are recognized for their ability
to empower decision-making processes (Hansoti,
2010; Orlovskyi and Kopp, 2020) via their interac-
tive data exploration and user-friendly dashboards.
However, these tools are primarily designed to han-
dle numerical and well-structured data, resulting
in significant challenges when working with text
data. While certain efforts have been made to in-
corporate NLP processes into BI tools (Vashisht
and Dharia, 2020; Desai et al., 2021), they strug-
gle to present sequential data (e.g., trajectories)
and draw connections across text annotations from
various dimensions. Additionally, these tools lack
comprehensive support for multilingual data.

2



Figure 2: The generic APs data model using proxemics to model social media data (Masson et al., 2023b).

When it comes to NLP tools, they can be di-
vided into two main categories. Some of them,
such as SpaCy (Chantrapornchai and Tunsakul,
2021), TextRazor (Rajaonarivo et al., 2022), GATE
(Maynard et al., 2000), and Gensim (Rehurek and
Sojka, 2011), primarily focus on data processing,
offering limited visualization capabilities such as
word clouds, semantic graphs, and text-based an-
notation views. Other tools, such as IRaMuTeQ
(Loubère and Ratinaud, 2014), Voyant (Welsh,
2014), VOSviewer (Van Eck and Waltman, 2013),
and SentimentViz (Healey and Ramaswamy, 2022),
offer a broader range of visualization options, but
are generally focused on a single dimension (like
sentiment) or word-based statistical analyses. How-
ever, some of these tools can be challenging for
non-computer scientists due to their complexity.

3 Generic Data Model

The TextBI dashboard is based on a data model
called the APs Model with the aim of modeling in
a generic way any kind of annotated social media
corpus. This data model consists of 5 dimensions.
The class diagram of the data model is shown in
Fig. 2.

The Users and Groups dimension allows mod-
eling the studied population: individual users and

user groups featuring common characteristics or
traits.

The Trajectory dimension provides the ordered
sequence of posts belonging to a given user. It
gives a comprehensive view of an user’s activi-
ties on the chosen social media and allows linking
posts together. It can be broken down into several
sub-trajectories (spatial, thematic, spatio-thematic,
etc.).

The Token Annotation dimension models the
posts along with their associated token annotations.
A given post can have several token annotations.
Those can be spatial (toponyms), temporal (tempo-
ral entities) or thematic (domain concepts). The-
matic annotations are resolved according to the
studied domain description (domain specific on-
tology, thesaurus or dictionary). These semantic
resources provide additional hierarchy information.
When it comes to spatial annotations, those are as-
sociated with a unique identifier linked to a spatial
database. This allows for places to feature hierar-
chical relationships (e.g., a city is within a region,
itself within a country).

The Text Annotation dimension contains Sen-
timent Annotation which models the overall senti-
ment of the associated post and Engagement An-
notation which models the engagement associated

3



with a given post (based on the number of replies,
likes and quotes).

The classes for both text and token annotations
are designed to be extensible, thereby empower-
ing the end user with the flexibility to incorporate
new annotation types as desired. Annotations can
be instantiated by running NLP modules on the
extracted social media posts (e.g., NER, concept
extraction) or by parsing post metadata (e.g., en-
gagement metrics, geotags, etc.).

Lastly, the Proxemic Distances dimension al-
lows calculating and storing distances across spa-
tial, temporal, thematic or individual entities. Such
distances can be computed within a unique dimen-
sion or through two distinct dimensions.

4 Annotation Setup

The first step (see Fig. 1) in generating our visual-
ization with TextBI consists of initializing the data
model using an annotated corpus of data tied to a
domain-specific knowledge base. In our case, we
make use of the Thesaurus on Tourism and Leisure
Activities (World Tourism Organization, 2002), an
extensive multilingual terminology with over 2500
touristic concepts. With respect to the corpus, we
collected 3,293 tweets issued by tourists during the
summer of 2019 from the social media X (formerly
Twitter) 2. The data collection approach is outlined
in Masson et al. (2022). The data model was in-
stantiated using two types of data: metadata and
tweet content. Metadata-based instantiation was
a straightforward process, encompassing elements
like engagement metrics, profile features, times-
tamps, and geotags, among others. The textual
content of the tweets was processed using three
deep learning-based NLP modules to generate au-
tomatic annotations at the token level for (1) lo-
cations and (2) thematic concepts, and at the text
level for (3) sentiment. We divided the dataset
into three parts with a split of 60% for training,
20% for validation, and 20% for testing, ensuring a
uniform distribution of languages and users across
these splits. The main objective of these experi-
ments was to establish the optimal method while
keeping the amount of manually labelled data to a
minimum. This meant testing various few-shot and
fine-tuning techniques for each of the three NLP
tasks mentioned above (Masson et al., 2023a).

Thus, with respect to sentiment analysis (1), we
experimented with various techniques such as us-

2https://twitter.com/

ing pre-trained models fine-tuned on our tweet
corpus, and employing a few-shot method such
as Pattern-Exploiting Training (PET; Schick and
Schütze, 2020). However, due to space constraints
and the paper’s focus, we cannot elaborate on a
comprehensive evaluation. Ultimately, we found
that the fine-tuning the XLM-T model for senti-
ment (Barbieri et al., 2022) was the most effec-
tive approach, achieving a high accuracy value of
0.939, compared to 0.877 for PET with the lan-
guage model.

We adopted a similar methodology for Named
Entity Recognition (NER) (2), which involved a
single class (LOC) that encompassed a broad ar-
ray of 995 place names. Here, the challenge was
the low frequency of the label words in the anno-
tated data. Despite this, fine-tuning multilingual
BERT (mBERT; Devlin et al., 2018) demonstrated
superior performance with an F1-micro (Tjong
Kim Sang, 2002) score of 0.848, compared to 0.788
with the few-shot technique for sequence labelling
implemented by EntLM (Ma et al., 2021).

Lastly, for the task of thematic concept extrac-
tion (3), which included a highly diverse set of
classes (315 instantiated touristic concepts from
the thesaurus) with few label words, we found that
prompt-based few-shot learning with EntLM was
significantly more effective, achieving an F1-micro
score of 0.840, compared to 0.241 for the fine-
tuning approach. For extensive details of the exper-
iments briefly outlined in this section please check
Masson et al. (2023a).

In the next section, we will describe how to vi-
sualize these automatically generated annotations
using TextBI.

5 The TextBI Dashboard

The TextBI dashboard (Fig. 3) is a web-based tool
that allows interactive visualization of NLP anno-
tations for social media data. It is designed to be
adaptable to any social media and domain, as long
as the data adheres to the specified data model (see
Section 3). The dashboard offers a variety of fea-
tures to facilitate the analysis of multilingual social
media data across four dimensions: spatial, tem-
poral, thematic, and personal. In our context, the
domain is tourism, implying potential stakehold-
ers could include tourism offices or Destination
Marketing Organizations (Gretzel et al., 2006).

4



Figure 3: Overview of the TextBI platform. Live demonstration is available: https://youtu.be/x714RKvo9Cg
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5.1 Frequency View

The Frequency view (Fig. 3) acts as the main inter-
face, highlighting spatial, temporal, and thematic
frequencies through four major visualizations.

The Thematic Map treemap (Fig. 3, The-
matic Map) visualizes the hierarchical structure
and frequency of thematic concepts from a se-
mantic resource, such as a dictionary, thesaurus,
or ontology. For instance, mapping tweet con-
cepts to the Thesaurus on Tourism and Leisure
Activities (World Tourism Organization, 2002), we
find tourism heritage-related concepts are most fre-
quent, accounting for roughly 40% of discovered
concepts, with many linked to natural resources
such as the coast and sea.

The Spatial Map (Fig. 3, Spatial Map) is an-
other visualization showcasing the frequency of
places mentioned in posts. Users can set the spatial
granularity, which can range from broad categories
such as countries to more specific ones like Points
of Interest (POIs). Places are aggregated depending
on the chosen granularity. The map uses a linear
gradient for representation, with more transparent
areas signifying fewer originating posts. Here, we
focus on the French Basque Coast region at the city
level and observe a hotspot of tweets in 3 cities at
the northernmost part of the region. These nearby
cities appear to be popular among visitors.

Next, the User Map (Fig. 3, User Map) is a scat-
ter plot that presents the users’ posting frequency
on the x-axis against the count of the users’ follow-
ers on the y-axis. This design helps in the rapid
identification of influential users. Each user’s lan-
guage is represented by color and symbol, with the
symbol’s size corresponding to the number of posts
from that user. 655 users are depicted in this exam-
ple, spanning over 6 languages (French, Spanish,
English, Basque, Italian, and undetermined).

Lastly, the Timeline (Fig. 3, Timeline) view
offers a visualization of the volume of posts per
day across the dataset range, divided into different
times of the day such as morning, afternoon, or
evening. It provides various temporal granularity
options, including days, months, seasons, and years.
Here, we use daily granularity for the summer of
2019. We observe a peak of tweets between the
24th and 28th of July.

5.2 Association View

In the Association view (Fig. 3, Association View),
the dashboard presents visual representations that

illustrate the connections between entities through
their co-occurrences in posts. These connections
are depicted using non-directed graphs, where the
nodes represent entities such as thematic concepts
or places, and the edges indicate the strength of co-
occurrence between them. This allows for easy
identification of heavily correlated concepts or
places. As expected, Sun, Beach, Surfing, Sea,
and other coastal concepts are heavily linked. This
view can also display movements (Fig. 3, Move-
ment Views), focusing on the sequencing of enti-
ties in user trajectories, for example, the transition
from one thematic concept or place to another. This
sequencing is visualized through directed graphs
where edges indicate the amount of time two con-
cepts or places are sequenced in user trajectories.

5.3 Proxemics View
TextBI’s proxemic view (Fig. 3, Proxemic View) of-
fers users the ability to analyze datasets via a prox-
emic approach (Hall et al., 1968; Greenberg et al.,
2011), selecting entities such as a user, group, the-
matic concept, place, or time period as references.
For instance, in our demonstration, we selected Ci-
boure, a touristic city, as the reference entity, and
compared it with thematic concepts. The interface
includes a left panel for selecting references, a cen-
tral crosshair panel for results, and a right settings
panel for customizing distance calculations. The
system supports many combinations such as user-
to-themes or place-to-users.

While specifics of the distance calculation for-
mula are not covered in this paper, users can cus-
tomize settings, for example, assigning higher
weight to positive or highly-engaged tweets. The
interface also features a template panel offering
pre-defined distance settings for specific study do-
mains. In the tourism domain, the Accommoda-
tion template, for example, limits the display to
accommodation-related thematic concepts.

5.4 Enrichment Overlays
In TextBI, visuals support the superimposition (re-
ferred to as overlays) of sentiment and engagement
enrichment data (Fig. 3, Enrichment Overlays).
Sentiment is indicated through color coding (green
for positive, red for negative, and orange for mixed
sentiment), enabling a better understanding of ag-
gregate sentiment by themes, places, time or user.
Engagement is visualized using a linear gradient
(blue indicating strong engagement, white indicat-
ing low engagement), providing insights into user
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engagement. We can see that most tourist concepts
tend to be associated with a positive sentiment, but
some, like Transport or Ecology, are more mixed.

5.5 Interactions and Visual Synchronization
The TextBI platform employs interactions com-
monly found in Business Intelligence (BI) tools, en-
suring a fluid synchronization of visualizations. It
accommodates multi-dimensional filtering options
such as spatial-temporal, spatial-thematic, and user-
temporal. When a user selects a particular location,
theme, user, or time range, all subsequent visual-
izations adjust to display only tweets associated
with the chosen filter. The system even allows for
combined filtering. Within its proxemic view, users
can conveniently drag and drop references onto the
center of the crosshair panel.

Consider the example depicted in Fig. 3 high-
lighted in yellow. If the user chooses the time range
of July 24th to 27th, the thematic map updates to
display a higher concentration of the Celebration
thematic concept. Further clicking on the Cele-
bration concept leads the spatial map to highlight
a hotspot in the city of Bayonne. This coincides
with the timing of the Bayonne Celebration, a local
event that attracts over a million attendees.

The dashboard base features a statistics panel
(Fig. 3, Statistics Panel) showing data related to ac-
tive filters, including post, user, concept, and place
counts; current post time range; total engagement
level; and prevailing sentiments. Filtered posts are
displayed in the Posts Panel on the right.

5.6 Technical Aspects and Limitations
TextBI is a web application developed using HTML,
CSS, and JavaScript. It runs solely on the client-
side, so it does not require a back-end web server
and can be run locally. The data model has been
implemented using the JSON format.

TextBI serves as a data display and aggregation
tool, providing statistical analyses and calculating
distances. It does not engage in any data process-
ing tasks of its own. Data collection and transfor-
mation, including NLP, need to be completed in
advance. Currently, TextBI does not support any an-
alytical dimensions beyond those mentioned above.
In the future, we aim to make it easily extensible
through a plugin system.

6 Conclusion and Future Perspectives

We have introduced a novel dashboard called
TextBI, designed to facilitate the visualization of

automatic NLP annotations on social media data
for both domain stakeholders and NLP researchers.
It is powered by a generic data model, making it
completely adaptable. TextBI focuses on four di-
mensions: space, time, theme, and user, and offers
various viewing options. Additional enrichment
data is also supported. TextBI provides extensive
interactivity, including combined filtering, visual
synchronization, aggregation, and more. Our future
plans include enhancing TextBI with features such
as a user interface for granularity selection and en-
abling it to process live data by integrating with
InfluxDB (Ahmad and Ansari, 2017). After testing
it on other domains and larger datasets to ensure its
scalability, we intend to make TextBI open-source.
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Abstract

Augmenting the base neural model with a
token-level symbolic datastore is a novel gen-
eration paradigm and has achieved promising
results in machine translation (MT). In this pa-
per, we introduce a unified framework kNN-
BOX, which enables quick development and
visualization for this novel paradigm. kNN-
BOX decomposes the datastore-augmentation
approach into three modules: datastore, re-
triever and combiner, thus putting diverse kNN
generation methods into a unified way. Cur-
rently, kNN-BOX has provided implemen-
tation of seven popular kNN-MT variants,
covering research from performance enhance-
ment to efficiency optimization. It is easy
for users to reproduce these existing work or
customize their own models. Besides, users
can interact with their kNN generation sys-
tems with kNN-BOX to better understand the
underlying inference process in a visualized
way. In experiment section, we apply kNN-
BOX for machine translation and three other
seq2seq generation tasks (text simplification,
paraphrase generation and question genera-
tion). Experiment results show that augment-
ing the base neural model with kNN-BOX can
bring large performance improvement in all
these tasks. The code and document of kNN-
BOX is available at https://github.
com/NJUNLP/knn-box. The demo can be
accessed at http://nlp.nju.edu.cn/
demo/knn-box/. The introduction video
is available at https://www.youtube.
com/watch?v=m0eJldHVR3w.

1 Introduction

Equipping the base neural model with a symbolic
datastore is a novel paradigm for enhancing gener-
ation quality. Khandelwal et al. (2021) apply this
paradigm in machine translation, known as kNN-
MT, and achieves promising results, especially in
MT domain adaptation and multilingual MT. Af-

*Equal Contributions.

Figure 1: kNN-BOX decomposes the datastore-
augmentation approach into three modules, namely,
DATASTORE, RETRIEVER and COMBINER, putting di-
verse kNN generation methods into an unified way.

terwards, the following work keep optimizing this
approach, making it a more mature methodology,
e.g., dynamically deciding the usage of retrieval
results (Zheng et al., 2021), building a light and
explainable datastore (Zhu et al., 2023a), injecting
kNN knowledge into the neural model (Zhu et al.,
2023b).

However, we notice that these kNN generation
methods are implemented with diverse codebases,
e.g., Fairseq1, Transformers2 and JoeyNMT3,
which hinders comparison between these methods
and potential fusion of latest research advances. In-
terpretability is another interesting point in kNN
research, as the community is curious why kNN
generation works and whether it is reliable.

In this paper, we introduce a unified framework
kNN-BOX for nearest neighbor generation, which
supports quick development and visualization anal-

1https://github.com/facebookresearch/
fairseq

2https://github.com/huggingface/
transformers

3https://github.com/joeynmt/joeynmt
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ysis. Our framework decomposes the datastore-
augmentation approach into three modules: DATA-
STORE, RETRIEVER and COMBINER, thus putting
diverse kNN generation methods into a unified
way (Figure 1). Up till now, kNN-BOX has re-
leased implementation of seven popular kNN-MT
models, covering research from performance en-
hancement (Khandelwal et al., 2021; Jiang et al.,
2021; Zheng et al., 2021; Jiang et al., 2022) to ef-
ficiency optimization (Martins et al., 2022; Wang
et al., 2022; Zhu et al., 2023a), which can help
users to quickly reproduce existing works. More-
over, users can easily fuse advanced models with
kNN-BOX, for example, jointly using a better com-
biner and a lighter datastore, to achieve the best of
both worlds.

Another useful feature of kNN-BOX is support-
ing visualized interactive analysis. Via our pro-
vided web service, users can interact with their
kNN model and observe its inference process, e.g.
the content and distribution of its retrieval results
(Figure 3). We hope kNN-BOX can help the com-
munity to better understand the interpretability of
kNN generation.

Experiment results on machine translation
datasets show that kNN-BOX is a reliable platform
for model reproduction and development. In addi-
tion, we apply kNN-BOX for three other seq2seq
tasks, i.e., text simplification, paraphrase genera-
tion and question generation. Experiment results
show that augmenting the base neural model with
kNN-BOX is also beneficial in these tasks, show-
ing the great potential of nearest neighbor genera-
tion and the wide usage of our kNN-BOX toolkit.
At the time of writing, we are happy to see that
kNN-BOX has been used as the backbone of this
year’s ACL paper (Liu et al., 2023) and EMNLP
papers (Li et al., 2023; Zhang et al., 2023), and we
hope this toolkit to support more valuable research
in the future.

2 Background: kNN-MT

Before introducing kNN-BOX, we recap kNN-
MT approach in this section. Generally, kNN-MT
framework aims at memorizing translation knowl-
edge in parallel corpus C into a datastoreD and use
it to augment the NMT modelM during inference.

Memorizing Knowledge into Datastore To ex-
tract translation knowledge, translation pair (X ,Y)
is fed into M for teacher-forcing decoding. At
time step t, the continuous representation of the

translation context (X ,Y<t), i.e. the hidden state
ht from the last decoder layer, is taken as key:

ht =M(X ,Y<t)

and the target token yt is taken as value. Each
key-value pair explicitly memorizes the translation
knowledge: generating the value token at the de-
coder hidden state key. With a single forward pass
over the entire corpus, the full datastore D can be
constructed:

D = {(ht, yt) | ∀yt ∈ Y, (X ,Y) ∈ C}, (1)

Generating with Memorized Knowledge The
constructed datastore is then combined with the
base NMT model as an augmentation memory. Dur-
ing inference, the NMT model retrieves related
knowledge from the datastore to adjust its own
translation prediction.

Specifically, the NMT model uses the contextu-
alized representation of the test translation context
(X ,Y<t) to query the datastore for nearest neigh-
bor representations and the corresponding target
tokens Nk = {(hj , yj)}kj=1. The retrieved entries
are then converted to a distribution over the vocab-
ulary:

pknn(y|X ,Y<t) ∝
∑

(hj ,yj)∈Nk

1(y = yj) · s(ht, hj)

(2)
where s measures the similarity between ht and hj :

s(ht, h
j) = exp[

−d(ht, hj)
T

]

Here, d denotes L2-square distance and T is the
temperature. In the end, the output distribution of
the NMT model and symbolic datastore are inter-
polated with the weight λ:

p(y|X ,Y<t) = λ · pknn(y|X ,Y<t)

+ (1− λ) · pnmt(y|X ,Y<t)
(3)

Recent Advances in kNN-MT To make kNN-
MT more effective, efficient and explainable, vari-
ous methods have been devised. Zheng et al. (2021)
and Jiang et al. (2022) propose to dynamically de-
cide the usage of retrieval results to exclude poten-
tial noise in nearest neighbors. Jiang et al. (2021)
explore the setting of multi-domain adaptation and
remedy the catastrophic forgetting problem. In-
spired by He et al. (2021), Martins et al. (2022)
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introduce three ways to improve the efficiency of
kNN-MT, i.e. dimension reduction, datastore prun-
ing and adaptive retrieval. Later, Wang et al. (2022)
propose to reduce dimension and prune datastore
with a learnable network. Recently, Zhu et al.
(2023a) explore the interpretability issue in kNN-
MT and builds a light and more explainable datas-
tore according to the capability of the NMT model.

3 Unified Framework: kNN-BOX

This section describes how we design and imple-
ment kNN-BOX, and introduce how users run
kNN-BOX for developing kNN generation models
and interacting with the deployed model visually.

3.1 Design and Implementation

We develop kNN-BOX based on the widely-used
generation framework Fairseq, making it easy to
apply kNN-BOX for other generation tasks. The
overall workflow of kNN-BOX is illustrated in Fig-
ure 2. For better compatibility and extensibility, we
decompose the datastore-augmentation approach
into three modules: DATASTORE, RETRIEVER and
COMBINER, where each module has its own func-
tion:

• DATASTORE: saving generation knowledge
as key-values pairs (Equation 1).

• RETRIEVER: retrieving nearest neighbors
from the datastore during inference.

• COMBINER: converting retrieval results to a
distribution (Equation 2) and interpolating the
output distribution of the neueal model and
symbolic datastore (Equation 3).

With this design, diverse kNN models can be
implemented in a unified way. For a specific kNN
variant, it usually makes a modification on one
of the three modules, compared to vanilla kNN
generation model. Therefore, users can customize
the corresponding module and quickly develop a
kNN generation model.

Supporting visual interactive analysis is another
useful feature of kNN-MT. By saving intermedi-
ate computation results, we enable kNN-BOX to
visualize the inference process. We hope this fea-
ture will help users to better understand their own
model.

3.2 Usage

Figure 2: Overall workflow of augmenting the base
neural model with kNN-BOX.

Reproducing Existing Work Until now, kNN-
BOX has released implementation of seven popular
kNN-MT models 4, covering research from per-
formance enhancement to efficiency optimization.
Besides, kNN-BOX has also provided the corre-
sponding shell scripts to run them, enabling users
to quickly reproduce existing work. Detailed guid-
ance can be found in README.md5.

Developing New Models kNN-BOX is designed
not only for reproducing existing work, but also
for developing new models on new tasks. For each
module, users can pick one of its implementation
from kNN-BOX or customize their own version,
and combine three modules together to build a new
kNN generation model. In this process, only few
lines of codes needs to be added, which can save
users a lot of time. More importantly, this imple-
mentation fashion enables users to easily build a
fused model, e.g., combining the most explainable
datastore (PLACDATSTORE) with the strongest
combiner (ROBUSTCOMBINER). To perform gen-
eration tasks other than machine translation, users
only need to switch the training corpus to build a
task-specific datastore.

Visualizing Generalization Process By running
our provided script to launch a web page (shown in
Figure 3), users can interact with their kNN general
model visually. Users can type in text in the upper

4They are vanilla kNN-MT (Khandelwal et al., 2021),
Adaptive kNN-MT (Zheng et al., 2021), Smoothed kNN-
MT (Jiang et al., 2021), Robust kNN-MT (Jiang et al., 2022),
PCK kNN-MT (Wang et al., 2022), Efficient kNN-MT (Mar-
tins et al., 2022), PLAC kNN-MT (Zhu et al., 2023a).

5https://github.com/NJUNLP/knn-box/
blob/master/README.md
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Figure 3: A screenshot of visualization web page provided by kNN-BOX, where users can interact with their
own kNN model and analyze its inference process visually. The upper panel allows users to type in text and tune
hyperparameters. The middle panel displays the generation result (words with “@@” means that they are generated
subwords) and prediction distribution of each decoding step. The bottom panel shows the relative distribution of
query and retrieval results, and more detailed information of each nearest neighbor. For example, in this figure, the
user moves mouse to one of the nearest entries and check its detailed information.

input window and tune generation hyperparameters
in the upper-left panel. The generated results, both
detokenized and tokenized, will then be displayed.
Taking kNN-MT as an example, after clicking a
word in the translation, users can see the translation
probability given by both NMT model and kNN-
MT model. Moreover, detailed information of the
retrieved datastore entries will be displayed in the
bottom panel. By selecting on a certain nearest
neighbor point, users can see the corresponding
value token, translation context and query-key dis-
tance. Overall, the visualization page can help user
to interact with their kNN generation model and
explore its inner working process.

4 Experiments

To evaluate the effectiveness of kNN-BOX, we
conduct experiments on machine translation and
three other seq2seq tasks.

4.1 Experimental Settings

Dataset For machine translation, we adopt four
German-English OPUS datasets 6 (Medical, Law,
IT and Koran) (Tiedemann, 2012), which are used
in almost all kNN-MT work. We use TED dataset
7 (Qi et al., 2018) to evaluate kNN-BOX on multi-

6https://opus.nlpl.eu/
7https://github.com/neulab/

word-embeddings-for-nmt
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Model Reference
Law Medical IT Koran

Scale↓ BLEU↑ Scale↓ BLEU↑ Scale↓ BLEU↑ Scale↓ BLEU↑

Base Neural Model Ng et al., 2019 - 45.5 100% 40.0 - 38.4 - 16.3

Vanilla kNN-MT Khandelwal et al., 2021 100% 61.3 100% 54.1 100% 45.6 100% 20.4
Adaptive kNN-MT Zheng et al., 2021 100% 62.9 100% 56.1 100% 47.2 100% 20.3
Smoothed kNN-MT Jiang et al., 2021 100% 63.3 100% 56.8 100% 47.7 100% 19.9

Robust kNN-MT Jiang et al., 2022 100% 63.6 100% 57.1 100% 48.6 100% 20.5
PCK kNN-MT Wang et al., 2022 90% 62.8 90% 56.4 90% 47.4 90% 19.4

Efficient kNN-MT Martins et al., 2022 57% 59.9 58% 52.3 63% 44.9 66% 19.9
PLAC kNN-MT Zhu et al., 2023a 55% 62.8 55% 56.2 60% 47.0 75% 19.9

Table 1: Some works implemented by kNN-BOX. Scale refers to the relative datastore size compared to a full
datastore that covers all target language token occurrences in the parallel corpus. Smaller scale means a lighter
datastore and higher BLEU means better translation quality.

Directions Model Avg. Cs Da De Es Fr It Nl Pl Pt Sv

En→ X M2M-100 29.1 20.7 36.2 26.7 35.1 33.7 29.8 27.7 15.6 31.9 33.7
+ kNN-BOX 32.6 22.3 40.2 29.5 39.2 38.7 33.5 31.9 17.9 37.1 36.0

X→ En M2M-100 33.4 27.5 40.0 31.8 36.6 35.1 33.4 31.9 21.1 38.9 37.3
+ kNN-BOX 37.7 31.3 44.5 37.1 42.0 40.4 38.4 36.2 24.9 41.8 41.0

Table 2: Effect of augmenting M2M100 with kNN-BOX (Robust kNN-MT) on multilingual TED dataset. For
brevity, we only show the effect of applying Robust kNN with kNN-BOX. “En → X” and “X → En” denotes
translating English into other languages and translating other languages into English respectively. Bold text indicates
the higher score across two models

lingual machine translation 8. Moreover, we con-
duct experiments on two text simplification dataset:
NEWSELA-AUTO 9 and WIKI-AUTO 10 (Jiang
et al., 2020), a paraphrase generation dataset QQP
11, and a question generation dataset QUASAR-T 12

(Dhingra et al., 2017) to demonstrate effectiveness
of kNN-BOX on these generation tasks.

Base Neural Model On OPUS dataset, we fol-
low previous kNN-MT work and use the winner
model of WMT’19 De-En news translation task
(Ng et al., 2019) as the base model. On multilingual
TED dataset, we use M2M100 (Fan et al., 2021)
as the base model, which is a many-to-many mul-
tilingual translation model. On the rest of dataset,
Transformer (Vaswani et al., 2017) is used as the
base model.

Metric We use BLEU score calculated by sacre-
bleu13 to evaluate the generation quality for all

8We evaluate English-centric translation performance on
ten languages: Cs, Da, De, Es, Fr, It, Nl, Pl, Pt and Sv.

9https://newsela.com/data/
10https://github.com/chaojiang06/

wiki-auto/tree/master/wiki-auto/ACL2020/
11https://www.kaggle.com/c/

quora-question-pairs
12https://github.com/bdhingra/quasar
13https://github.com/mjpost/sacrebleu

tasks except text simplification, where we use
SARI score (Xu et al., 2016) calculated by easse14

to evaluate simplification quality.

4.2 Main Results

kNN-BOX can help user to quickly augment the
base NMT model with kNN methods. By run-
ning our provided shell scripts, users can quickly
reproduce existing kNN-MT models. Table 1 show
the translation performance of these models on
OPUS dataset. We see that augmenting the base
neural machine translation model with a datas-
tore brings significant performance enhancement.
Among these methods, Robust kNN-MT achieves
the highest BLEU scores, and PLAC kNN-MT
builds a lightest datastore while maintaining trans-
lation performance. Table 2 reports experiment
results on TED dataset. We can see that applying
kNN-BOX brings large performance improvement
on all translation directions.

kNN-BOX is reliable platform for model repro-
duction We carefully compare the reproduced
results with the results produced by the original
implementation. We find that two groups of results

14https://github.com/feralvam/easse

14

https://newsela.com/data/
https://github.com/chaojiang06/wiki-auto/tree/master/wiki-auto/ACL2020/
https://github.com/chaojiang06/wiki-auto/tree/master/wiki-auto/ACL2020/
https://www.kaggle.com/c/quora-question-pairs
https://www.kaggle.com/c/quora-question-pairs
https://github.com/bdhingra/quasar
https://github.com/mjpost/sacrebleu
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Task Dataset Metric Base Model kNN-BOX

Text Simplification
Wiki-Auto SARI 38.6 39.4

Newsela-Auto SARI 35.8 38.2

Paraphrase Generation QQP BLEU 28.4 29.5

Question Generation Quasar-T BLEU 9.6 15.7

Table 3: The performance of applying kNN-BOX (vanilla kNN-MT) on three other seq2seq tasks: text simplification,
paraphrase generation and question generation. Here, we apply the vanilla kNN generation method for augmentation.
Bold text indicates the higher score across two models. Augmenting base neural models in these tasks with kNN-
BOX also bring large performance improvement.

Datastore Retriever Combiner Scale↓ BLEU↑

BASICDATASTORE BASICRETRIEVER BASICCOMBINER 100% 61.3
PCKDATASTORE BASICRETRIEVER ADAPTIVECOMBINER 90% 62.8

EFFICIENTDATASTORE BASICRETRIEVER ADAPTIVECOMBINER 57% 61.5
EFFICIENTDATASTORE BASICRETRIEVER ROBUSTCOMBINER 57% 61.8

PLACDATASTORE BASICRETRIEVER ADAPTIVECOMBINER 55% 62.8
PLACDATASTORE BASICRETRIEVER ROBUSTCOMBINER 55% 63.7

Table 4: Experiment results of fusing advanced datastore and combiner. Smaller scale means a lighter datastore and
higher BLEU means better translation quality.

are well-aligned (shown in Appendix A), demon-
strating that kNN-BOX is reliable platform for re-
producing kNN-MT models.

kNN-BOX shows great potential in other
seq2seq generation tasks as well Apart from
machine translation task, we further evaluate kNN-
BOX on three other seq2seq tasks: text simplifi-
cation, paraphrase generation and question gen-
eration. Experiment results are shown in Table 3.
Augmenting the base neural model with kNN-BOX
brings performance enhancement in all three tasks.
The performance improvement on three tasks is
up to 2.4 SARI, 1.1 BLEU and 6.1 BLEU respec-
tively, which shows the great potential of studying
datastore-augmentation in generation tasks and the
wide usage of our toolkit.

kNN-BOX accelerates the fusion of lasted re-
search advances A potential drawback of imple-
menting kNN-MT with diverse codebases is hin-
dering the fusion of lasted research advances. With
kNN-BOX, research advances on DATASTORE,
COMBINER and RETRIEVER can be fused conve-
niently. Table 4 shows the performance of some
mixed models on OPUS-Law dataset, where we
jointly use different DATASTORE and COMBINER.
We can see that jointly using PLACDATASTORE

and ROBUSTCOMBINER achieve strong translation
performance with a much smaller datastore.

5 Conclusion and Future Work

This paper introduces kNN-BOX, an open-sourced
toolkit for nearest neighbor generation. kNN-
BOX decomposes datastore-augmented approach
into three decoupled modules: DATASTORE, RE-
TRIEVER and COMBINER, thus putting diverse
kNN generation methods into a unified way. kNN-
BOX provides implementation of several kNN-
MT models, covering research from performance
enhancement and efficiency optimization, which
can help users to quickly reproduce existing work.
kNN-BOX also enjoys great extensibility, which
can be used to develop new models and be applied
for new generation tasks. More importantly, kNN-
BOX supports users to interact with their deployed
model in a visualized way, which enables in-depth
analysis on the inner working process of the model.
In experiment section, we show that kNN-BOX can
not only be applied for enhancing neural machine
translation model, but also for enhancing neural
generation model in other seq2seq tasks.

In the future, we will keep update this toolkit
to provide implementation of more retrieve-and-
generate methods and optimize the framework to
make it more user-friendly, and explore the pos-
sibility to apply kNN-BOX for more generation
tasks.
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Limitation

We discuss two potential limitations of our kNN-
BOX toolkit below:

• Inference Latency: The nearest neighbor re-
trieval system queries the datastore at each
timestep, which introduces inference latency.

• Datastore reusability: The datastore is con-
structed using a specific model, which limits
its reusability. This means that the datastore
cannot be seamlessly integrated or utilized
with other models.

Acknowledgement

Shujian Huang is the corresponding author. This
work is supported by National Science Foundation
of China (No. 62376116, 62176120), the Liaoning
Provincial Research Foundation for Basic Research
(No. 2022-KF-26-02).

References
Bhuwan Dhingra, Kathryn Mazaitis, and William W

Cohen. 2017. Quasar: Datasets for question an-
swering by search and reading. arXiv preprint
arXiv:1707.03904.

Angela Fan, Shruti Bhosale, Holger Schwenk, Zhiyi
Ma, Ahmed El-Kishky, Siddharth Goyal, Mandeep
Baines, Onur Celebi, Guillaume Wenzek, Vishrav
Chaudhary, et al. 2021. Beyond english-centric multi-
lingual machine translation. The Journal of Machine
Learning Research, 22(1):4839–4886.

Junxian He, Graham Neubig, and Taylor Berg-
Kirkpatrick. 2021. Efficient nearest neighbor lan-
guage models. In Proceedings of the Conference on
Empirical Methods in Natural Language Processing
(EMNLP).

Chao Jiang, Mounica Maddela, Wuwei Lan, Yang
Zhong, and Wei Xu. 2020. Neural CRF model for
sentence alignment in text simplification. In Proceed-
ings of the 58th Annual Meeting of the Association
for Computational Linguistics, pages 7943–7960, On-
line. Association for Computational Linguistics.

Hui Jiang, Ziyao Lu, Fandong Meng, Chulun Zhou,
Jie Zhou, Degen Huang, and Jinsong Su. 2022. To-
wards robust k-nearest-neighbor machine translation.
In Proceedings of the 2022 Conference on Empiri-
cal Methods in Natural Language Processing, pages
5468–5477, Abu Dhabi, United Arab Emirates. As-
sociation for Computational Linguistics.

Qingnan Jiang, Mingxuan Wang, Jun Cao, Shanbo
Cheng, Shujian Huang, and Lei Li. 2021. Learning
kernel-smoothed machine translation with retrieved

examples. In Proceedings of the Conference on Em-
pirical Methods in Natural Language Processing
(EMNLP).

Urvashi Khandelwal, Angela Fan, Dan Jurafsky, Luke
Zettlemoyer, and Mike Lewis. 2021. Nearest neigh-
bor machine translation. In International Conference
on Learning Representations (ICLR).

Xuanhong Li, Peng Li, and Po Hu. 2023. Revisiting
source context in nearest neighbor machine transla-
tion. In Proceedings of the Conference on Empirical
Methods in Natural Language Processing (EMNLP).

Shudong Liu, Xuebo Liu, Derek F. Wong, Zhaocong
Li, Wenxiang Jiao, Lidia S. Chao, and Min Zhang.
2023. kNN-TL: k-nearest-neighbor transfer learn-
ing for low-resource neural machine translation. In
Proceedings of the 61st Annual Meeting of the Asso-
ciation for Computational Linguistics (ACL).

Pedro Martins, Zita Marinho, and Andre Martins. 2022.
Efficient machine translation domain adaptation. In
Proceedings of the Workshop on Semiparametric
Methods in NLP: Decoupling Logic from Knowledge.

Nathan Ng, Kyra Yee, Alexei Baevski, Myle Ott,
Michael Auli, and Sergey Edunov. 2019. Facebook
FAIR’s WMT19 news translation task submission.
In Proceedings of the Conference on Machine Trans-
lation (WMT).

Ye Qi, Devendra Sachan, Matthieu Felix, Sarguna Pad-
manabhan, and Graham Neubig. 2018. When and
why are pre-trained word embeddings useful for neu-
ral machine translation? In Proceedings of the 2018
Conference of the North American Chapter of the
Association for Computational Linguistics: Human
Language Technologies, Volume 2 (Short Papers).

Jörg Tiedemann. 2012. Parallel data, tools and inter-
faces in OPUS. In Proceedings of the Eighth In-
ternational Conference on Language Resources and
Evaluation (LREC).

Ashish Vaswani, Noam Shazeer, Niki Parmar, Jakob
Uszkoreit, Llion Jones, Aidan N Gomez, Lukasz
Kaiser, and Illia Polosukhin. 2017. Attention is all
you need. In Advances in Neural Information Pro-
cessing Systems (NeurIPS).

Dexin Wang, Kai Fan, Boxing Chen, and Deyi Xiong.
2022. Efficient cluster-based k-nearest-neighbor ma-
chine translation. In Proceedings of the Annual Meet-
ing of the Association for Computational Linguistics
(ACL).

Wei Xu, Courtney Napoles, Ellie Pavlick, Quanze Chen,
and Chris Callison-Burch. 2016. Optimizing sta-
tistical machine translation for text simplification.
Transactions of the Association for Computational
Linguistics, 4:401–415.

Xiangyu Zhang, Yu Zhou, Guang Yang, and Taolue
Chen. 2023. Syntax-aware retrieval augmented code
generation. In Findings of the Association for Com-
putational Linguistics: EMNLP 2023.

16

https://doi.org/10.18653/v1/2020.acl-main.709
https://doi.org/10.18653/v1/2020.acl-main.709
https://aclanthology.org/2022.emnlp-main.367
https://aclanthology.org/2022.emnlp-main.367
https://doi.org/10.1162/tacl_a_00107
https://doi.org/10.1162/tacl_a_00107


Xin Zheng, Zhirui Zhang, Junliang Guo, Shujian Huang,
Boxing Chen, Weihua Luo, and Jiajun Chen. 2021.
Adaptive nearest neighbor machine translation. In
Proceedings of the Annual Meeting of the Association
for Computational Linguistics (ACL).

Wenhao Zhu, Shujian Huang, Yunzhe Lv, Xin Zheng,
and Jiajun Chen. 2023a. What knowledge is needed?
towards explainable memory for kNN-MT domain
adaptation. In Findings of the Association for Com-
putational Linguistics: ACL 2023.

Wenhao Zhu, Jingjing Xu, Shujian Huang, Lingpeng
Kong, and Jiajun Chen. 2023b. INK: Injecting kNN
knowledge in nearest neighbor machine translation.
In Proceedings of the 61st Annual Meeting of the
Association for Computational Linguistics (ACL).
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kNN-BOX’s implementation and
original implementation

Table 5 compares the reproduced results with kNN-
BOX and the results produced by the original im-
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and the same dataset is used. Comparison results
show that there is only a minor gap between two
groups of results, demonstrating that the reliability
of kNN-BOX.
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kNN-BOX’s implementation. “↪→ kNN-BOX’ denotes
the reults reproduced using our framework.
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Abstract
Explanations for AI are expected to help hu-
man users understand AI-driven predictions.
Evaluating plausibility, the helpfulness of the
explanations, is therefore essential for develop-
ing eXplainable AI (XAI) that can really aid
human users. Here we propose a human-centric
evaluation platform1 to measure plausibility
of explanations in the context of eXplainable
Knowledge Graph Completion (XKGC). The
target audience of the platform are researchers
and practitioners who want to 1) investigate
real needs and interests of their target users
in XKGC, 2) evaluate the plausibility of the
XKGC methods. We showcase these two use
cases in an experimental setting to illustrate
what results can be achieved with our system.

1 Introduction

A Knowledge Graph (KG) is a structured repre-
sentation of knowledge that captures the relation-
ships between entities. It is composed of triples
in the format (subject, relation, object), denoted
as t = (s, r, o), where two entities are connected
by a specified relation. For example, in the triple
(London, isCapitalOf, UK), London and UK are the
entities, and isCapitalOf is the relation. These enti-
ties can be depicted as nodes in a knowledge graph,
while the relation denotes a labeled link connecting
the subject to the object. Knowledge graphs are
beneficial for many NLP tasks, e.g., fact checking
(Hu et al., 2021; Kim et al., 2023), question answer-
ing (Hu et al., 2022; Srivastava et al., 2021) and
information extraction (Gashteovski et al., 2020).

The applicability of KGs in downstream tasks,
however, is often limited by their incompleteness
(Saxena et al., 2022): they do not contain exhaus-
tive information about all relationships between

1The video of the demo: https://www.dropbox.com/
scl/fi/p2sczcyvqk6zyr9omcf1e/eacl2024EvaXKGC.
mp4?rlkey=j2pvz8alqihxmyiv5q7cxkx1z&dl=0.
The live demo website of the human-evaluation platform:
https://xai.privacy.nlehd.de/start-evaluation.

Figure 1: An example explaining a predicted triple (in
red) with important training triples (in blue), learned
according to gradients by Lawrence et al. (2021). They
are faithful, yet not helpful for users to understand the
prediction.

the defined entities (Destandau and Fekete, 2021).
To address this issue, researchers and practition-
ers have worked on Knowledge Graph Completion
(KGC): the task of predicting new relationships
between the entities in the knowledge graph. For
this, two parts of a triple (i.e., slots) are given to a
KGC system (Rossi et al. (2021); Lin et al. (2018),
inter alia) and the third is inferred; e.g., answer-
ing the query t = (s, r, ?). Such methods learn
low-dimensional representations of entities and re-
lations for predictive inference.

The embedding based KGC models, however,
are black boxes that do not (and cannot) pro-
vide explanations of why the model makes a cer-
tain prediction. The lack of transparency signifi-
cantly hampers users’ trust and engagement with
KGC systems, especially in the high-risk domains,
such as medicine (Han and Liu, 2022; Chaddad
et al., 2023). To provide explanations for such
embedding-based KGC systems, researchers have
proposed explainable KGC (XKGC) methods (Betz
et al., 2022; Lawrence et al., 2021; Pezeshkpour
et al., 2019). However, it remains unexplored how
helpful users find the explanations provided by
these methods. For instance, Figure 1 shows an
example explanation that would not be helpful for
the end user.

We thus target to evaluate what kind of explana-
tions are helpful for the users because ultimately,
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Figure 2: Our evaluation platform to measure plausibility of XKGCs with human-centric evaluation. (1) Shows
the prediction and explanations to human testers. (2) Visualizes the prediction and explanations as a graph for
the testers to easily comprehend and reason about the relationships. Users can evaluate the helpfulness of the
explanations by clicking either the tick boxes in (1) or the edges in the visualized graph (2). (3) Asks the testers to
assess the correctness of the prediction based on the explanations. (4) After collecting feedback from N (defined by
researchers) testers, plausibility of XKGC is measured with: number of helpful explanations (helpExpl), accuracy
(Acc) and confidence of testers assessment, time cost. More details can be found in Sec. 6.

the explanations should directly aid them. There-
fore, it is important to measure the plausibility of
the explanations: the extent to which an explana-
tion generated by XAI is comprehensible and ben-
eficial to human users (Jacovi and Goldberg, 2020;
Lage et al., 2019). Thus, to evaluate the plausibility
of the explanations, we present a human-centric
platform illustrated in Figure 2.

Our evaluation platform offers the following
novel contributions. First, it introduces a new eval-
uation paradigm that assesses how well explana-
tions can assist users in judging the correctness
of KGC predictions. In contrast to the prevalent
human evaluation paradigm in the literature that
requests annotators to simulate AI’s behavior (Yin
and Neubig, 2022; Hase and Bansal, 2020; Lage
et al., 2019; Doshi-Velez and Kim, 2017), the new
paradigm aligns better with real human-AI inter-
action systems, where AIs facilitate humans rather
than the other way around. Furthermore, given
the growing complexity of AI, it becomes increas-
ingly challenging for annotators to imitate AI’s be-
havior without comprehensive training, especially
when utilizing crowdsourcing platforms like Ama-
zon Mechanical Turk (AMT) (Clark et al., 2021).
Another notable advantage of our system is its capa-
bility to quantify the helpfulness of explanations in
an objective manner. Our system suggests metrics,
such as the accuracy rate of annotators’ judgments,
which stems itself from well-defined ground truth
to quantitatively measure human feedback.

With these novel contributions, our evaluation

platform can effectively measure plausibility of
XKGC methods. Considering the diversity of hu-
mans, our system also provides various statistical
tools to rigorously and comprehensively analyze
the collected feedback for reliable conclusions. Ad-
ditionally, our evaluation platform aids in identi-
fying genuine requirements from users regarding
explanations, thereby it can assist in developing and
refining XKGC methods to generate explanations
that are centered around human needs. Finally, we
formulate our study on human-centric evaluation
as practical guidelines, which can be replicated to
design evaluations for other use cases in the future.

2 Human Centric Evaluation for XKGC

We build an online system to evaluate XKGCs in a
human centric manner. Our system considers the
real needs and interests of human users in collab-
oration with AI, allowing us to investigate: can
humans assess correctness of a KGC prediction
based on its explanations? Which explanations are
helpful for human users? The answers to these
questions provide hints for evaluating the ultimate
goal of an XAI method: the generated explanations
are expected to assist human users in understanding
AI-driven predictions. To this end, our platform
has two user views: one for researchers to set up a
test and the other for testers to give feedback.

2.1 Researcher

Researchers can prepare the evaluation study by
uploading a JSON file that contains both the predic-
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Figure 3: Top-left: the page to load the input JSON file about predictions and explanations to be evaluated. Top-right:
the overview of the predictions in the input file for the researchers to check. Bottom: the filter for the researchers to
select predictions and explanations to show to testers. The researchers can select any number of predictions they
need for user evaluation.

tions and possible explanations. Here is an example
JSON file including one prediction and its explana-
tion. If the researchers want to evaluate multiple
predictions, then they only need to add these pre-
dictions in the json file.
"Colin son James": {

"correct": 1,
"probability": 0.56884,
"explanation": [

[
[

"James",
"father",
"Colin"

],
0.19817171057308347

],
[

[
"Charlotte",
"sister",
"Colin"

],
0.217222705276661

],
}

Each predicted triple is associated with a set of
explanation triples. Each explanation triple has a
score that indicates their importance, which can
be used for filtering and ranking the explanations.
This score can e.g. come from the XKGC method.
In addition, each prediction has the correct attribute
which indicates whether this prediction is correct or
not. The false prediction can be viewed as a control
setup, which allows us to test whether users can de-
termine if a prediction is correct based on the given
explanations. Additionally, it allows us to assess
the engagement of testers (see Sec. 5 for details).
The probability attribute specifies the likelihood of

the predicted triple by the KGC method.
After the JSON is uploaded (top-left panel of

Figure 3), the system lists all triples for the re-
searchers to check (top-right panel). Next, the re-
searchers can click on a particular triple to see its
explanations as well as a filtering options (bottom
panel). With the filtering options, the researcher
can choose which predicted triples and explana-
tions they would like to keep for the human eval-
uation. Finally, the system shows a preview page
where the researchers can check the evaluation test
that will be displayed for the testers.

2.2 Tester

After the evaluation test has been setup, the re-
searchers can share the link of the online system
with the testers to evaluate. The system can work
with crowdsourcing websites, e.g. Amazon Me-
chanical Turk (AMT), to employ testers for human
evaluations. Figure 4 illustrates how an evaluation
task can be set up with our system on AMT.

The top panels of Figure 2 showcase the inter-
face for testers. For each prediction, the tester can
inspect the explanations, which are displayed in
two formats (table and graph). Panel (1) shows the
prediction and explanations in a format of table.
For the testers to easily comprehend and reason
about the relationships, the prediction and explana-
tions are also visualized as a graph, shown as Panel
(2). Based on the explanations, they can decide
on whether they believe a prediction to be correct
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Figure 4: Launch an human evaluation study based on our system in Amazon Mechanical Turk.

or not on a scale from 1 to 5. In addition, they
need to specify whether an explanation is Helpful.
This can either be done by clicking a tick box in
the explanation table (see Panel (1)) or by clicking
on an edge in the graph to mark the corresponding
triple as helpful (see Panel (2)). The selections of
the user will be synchronized in both formats.

Once done, the tester can submit the feedback
and move on to the next prediction. After the last
prediction, we offer the tester an additional form
to share any feedback with us. This page can also
be used, e.g. to share an identifying code that al-
lows us to utilize the evaluation system with AMT,
where the code is used to check completeness and
engagement for payment.

3 Architecture of the Evaluation System

The system is as a web application consisting
of frontend (HTML5/JavaScript) and backend
(Python). We will describe the respective com-
ponents and the data flow (shown in Figure 5) in
detail.

3.1 Backend
The backend is a Python-based software framework
(Flask2) providing multiple HTTP REST interfaces
to enable human-centric data management, evalua-
tion, feedback collection, and analysis. Combining
these interfaces essentially leads to an all-in-one
solution for conducting a human-centric evaluation.
When it comes to data modeling, we ensure flexi-
bility and scalability by using a key-value database
(MongoDB3). While our solution also encompasses
a frontend component, the versatility of the back-
end allows it to seamlessly integrate with any other
application or system.

2https://palletsprojects.com/p/flask/
3https://www.mongodb.com/

Figure 5: System architecture: the interaction of the
researchers and the testers with their respective user
interfaces and the overview of the backend and RestAPI.

3.2 Frontend

The frontend is implemented in JavaScript (An-
gularJS4), HTML5 and CSS, and provides user-
friendly access to the functionalities provided by
the backend. It consists of two environments, sepa-
rating the evaluation and the data management. The
data management includes uploading data, but also
to specify filters and related settings to configure
the evaluation.

3.3 Data Flow

Figure 5 illustrates an application example of our
solution: First, a researcher interacts with the “Up-
load page” to upload the data (i.e., predictions and
explanations) to be used in the evaluation. Then,
she is redirected to the configuration page to, e.g.,
apply filters to the predictions (see Figure 3). Fi-
nally, the researcher can generate and share the
URL to access the evaluation. When a tester visits
the URL, the evaluation page presents the predic-
tions to her one after the other and in a random

4https://angularjs.org/
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order. The tester submit her feedback on the pre-
dictions and the corresponding explanations. The
evaluation results will be stored by the backend in
our key-value database and can be downloaded as
a JSON file.

Our system is deployed on a powerful server
with 48 Threads (24 cores), 256 GB memory and
1GB Full-Duplex Internet connection. In theory, it
can support more than one thousand testers to visit
the evaluation platform.

4 Statistical Analysis of Human Feedback

Due to the complexity and costliness of human
evaluation, as well as the diversity among human
testers, the collected feedback tends to be both
limited in quantity and diverse in quality. Conse-
quently, statistical analysis assumes a critical role
to draw reliable conclusions from human feedback.
We include the following statistical analysis tools
in our platform.

Power analysis. In human evaluation, there is
often an important question: How many testers are
necessary to draw a solid conclusion? There is no a
universally applicable minimum sample size for ob-
taining statistically significant results (Hogg et al.,
2015). Power analysis is commonly used in e.g.,
social-science and clinical research literature (Co-
hen, 1988), which determines an adequate sample
size for a human evaluation based on a stated effect
size that defines the difference level of the com-
pared methods. As the effect size used in power
analysis is prospectively anticipated before the eval-
uation by the researchers, it is good to analyze the
post hoc power of an observed effect size derived
from the collected human feedback, especially if
the findings are non-significant (Onwuegbuzie and
Leech, 2004).

Hypothesis testing. Are the observed results
in human feedback statistically significant or sim-
ply due to chance? Hypothesis testing, e.g. t-tests,
Wilcoxon Signed-Rank test, Mann Whitney test
and Brunner-Munzel test, can be employed to mea-
sure them. With hypothesis tests, we can distin-
guish between real effects and random variations
in a rigorous manner.

Mixed effect analysis. Human feedback is often
subject to variability of individual differences, en-
gagement levels, and other random variation. (Lin-
ear) mixed effect analysis (Bates et al., 2015) can
thus be used to quantify and assess the variabil-
ity within testers’ responses. Specifically, it can

measure both fixed effects (differences caused by
the compared methods) and random effects (differ-
ences due to variation of individuals) quantitatively.

Correlation Analysis. In addition, correlation
analysis can also be applicable to analyze the re-
lations among different metrics. For example, we
suggest multiple metrics to quantify plausibility, in-
cluding: accuracy rate of tester’s assessment, con-
fidence of testers, number of helpful explanations,
and time cost. Correlation analysis can explore
relationships between metrics, and may provide in-
sights into the reliability and validity of the results.

5 Guidelines for Human-Centric
Evaluation

Human evaluation can be subject to various biases
that may affect the reliability of the conclusions
(Hase and Bansal, 2020; Chandrasekaran et al.,
2018; Gajos and Mamykina, 2022). The following
concerns need to be addressed.

Engagement. Testers often exhibit varying lev-
els of engagement and various thinking modes. To
mitigate the impact of tester bias, we propose that
each tester assesses ≥ 2 XKGC methods, analyz-
ing the feedback with paired tests, especially when
the number of available testers is limited. Addi-
tionally, testers’ engagement tends to decrease over
time. Therefore, it is crucial to impose a constraint
on the total evaluation time (e.g. one hour per ses-
sion). Furthermore, to ensure the testers’ proper
engagement during the evaluation process, we can
randomly assign some straightforward predictions
as checkpoints for validation.

Equivalency. All testers should evaluate similar
set of predictions in a similar order. This is to
reduce deviations caused by individual predictions.

Diversity. Testers may have the tendency to re-
tain information from previous predictions, which
can result in the earlier assessments influencing the
later ones. Consequently, we recommend selecting
predictions that are as distinct from each other as
possible to mitigate this concern.

Balance. Predictions should be balanced.
Specifically, numbers of correct and erroneous pre-
dictions should be similar, and the order of predic-
tions should be random, such that testers cannot
simply guess prediction results.

Human-understandable benchmark data.
The data used in a human evaluation needs to be
human understandable, otherwise testers have no
clue how to assess predictions and explanations.
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While a seemingly obvious statement, in practice
we found it difficult to find KGC data that satis-
fies this constraint. In addition, testers recruited
for a human evaluation are often lay people, not
professionals of an area, thus plain datasets with-
out domain-specific knowledge (such as biology
and healthcare) would be better. If the evaluated
XKGCs are domain specific, e.g., disease diagnosis,
then specialists should accordingly be employed.

6 Experimental Study

To demonstrate what results and findings can be
acquired with the proposed system, we conducted
two evaluations.

6.1 Interview Users for Needs on XKGC

XAI is human-centric in nature. There is no one-
for-all solution to meet all users’ expectations. Our
human-centric evaluation platform can help the re-
searchers and practitioners interview their users
to find: (1) what the users really need for under-
standing the KGC predictions in their applications,
and (2) whether the generated explanations by their
methods make sense for their users.

We conducted a series of interviews with the
evaluation system. A human-understandable KGC
dataset was selected as benchmark data. We used
the kinship dataset (Kok and Domingos, 2007) be-
cause it is easily human understandable. Although
the dataset is of small size, it involves key chal-
lenges of knowledge graphs, such as multiple re-
lations and 1:n relations between entities. We ran-
domly selected a set of KGC predictions and ex-
plained them with an XKGC method (Lawrence
et al., 2021), denoted as Method A. Figure 1 illus-
trated an example prediction and its explanations.

With the evaluation system, we visualized the
predictions and their explanations to the testers and
interviewed: what will be a helpful explanations
for them? and why do they think an explanation
helpful? The interview is summarized in Table 1.
Based on the collected feedback in the interview,
we have made the following significant findings.

First, the interviews revealed that the testers of-
ten search for “paths” that link the nodes of the
predicted triple to the nodes of explanations. See
for example the “triangle” explanation in left panel
of Figure 6, where two triples as the explanations
can connect the two nodes of the predictions with
another node in a triangle relationship. In situations
where explanations don’t connect to the predicted

Purpose

Investigate needs of humans on
explanations of AI-driven
predictions in the context of
knowledge graph completion.

Intervie-
wees

5 interviewees: 3 with machine
learning background, 2 with good
understanding about users of their
AI system.

Guide
A guide is created, including text-
and video-introduction to the
evaluation platform.

Ques-
tions

1. What will be a helpful
explanations for users? 2. Why do
users think an explanation helpful?

Table 1: User interview for their needs on XKGC.

Figure 6: Explanations (in blue) learned with Method
B for a predicted triple (in red): (a) explanation path
of length ℓ = 2, and (b) length ℓ = 3. The path based
explanations are more meaningful for human users be-
cause they create a connection between the entities in
the predicted triple.

triples users consider the explanations are nonsen-
sical for them.

Second, testers often find a rather small set of
explanations helpful (2-3) and remark that a large
number of explanations (e.g. >10) create confusion.

Third, often it would be helpful for testers to
have additional information from the knowledge
graph - but this additional information was not iden-
tified by Method A. For example, Method A cannot
create an explanation linking four entities, such as
in right panel of Figure 6.

6.2 Compare Plausibility of XKGCs

We also used the evaluation platform to compare
two XKGC methods: which would be more helpful
for users. The kinship dataset (Kok and Domin-
gos, 2007) is selected again due to human under-
standability for lay testers. Figure 1 and Figure
6 illustrate the explanations of the two methods,
method A and method B, respectively. In order to
mitigate potential biases introduced by individual
testers, we select the predicted triples based on the
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guidelines in Section 5. The details are presented
in Table 2.

1
Each tester evaluates 14 predicted triples to keep
their engagement.

2

The first two triples serve as practice to facilitate
testers understanding and comfort with the system
and the questions. The feedback is not included in
statistical analysis.

3
The rest of the triples are different from each other.
Each is randomly drawn from a unique relation (12
relation types in total in the dataset).

4
Half of triples are correctly or incorrectly predicted
to avoid dummy feedback.

5
Paired test is employed. Half of triples are randomly
selected for either XAI method.

6 The predicted triples are randomly shuffled.

7
All testers evaluate the same set of predicted triples
in the same order for fairness.

Table 2: Selecting predictions for a human-centric eval-
uation with the Kinship data.

30 testers are invited to evaluate the predictions,
following the steps illustrated in Section 2. We
received the feedback from 23 of them. For each
tester (anonymous) and each prediction, our plat-
form collected the metrics: accuracy of assessment
(denoted as Acc), confidence of assessment, num-
ber of helpful explanations (denoted as helpExpl),
and time cost. Our platform also provides diverse
statistical tools (see Section 4) to analyze the mea-
surements, e.g. the results shown in the bottom
panel of Figure 2. One can find that Method B
outperforms Method A in all four metrics. Most
notably, Method B is attributed more helpful ex-
planations (1.64 vs. 0.55) and leads to enhanced
accuracy in testers’ assessments ( 35% vs. 83%).
From this we conclude that Method B indeed gen-
erates more helpful explanations for human testers
in the context of kinship predictions.

7 Related Work

Human evaluation has attracted increasing atten-
tion in XAI research due to its ultimate goal of
aiding human to understand AI predictions. Many
evaluation benchmarks are based on simulatability
(Doshi-Velez and Kim, 2017): how well human
can simulate AI with help of explanations. For
instance, Nguyen (2018) employed forward sim-
ulation to evaluate attribute-based XAI methods
for text classification. Hase and Bansal (2020)
extended the simulation test with counterfactual
simulation to compare different types of explana-
tions for text and tabular data. Arora et al. (2021)

executed in-depth analysis of simulation tests for
explanations of review classification. In addition,
there are other human evaluations for XAI out-
side of NLP. For example, Alufaisan et al. (2021)
proposed a decision-making based evaluation to
measure human performance on decisions given
predictions and explanations. More human evalua-
tion tests can be found in the surveys e.g. Zhou et al.
(2021). However the literature lacks a human evalu-
ation tool to facilitate researchers on human-centric
evaluation of KGC explanations.

Existing KGC evaluation platforms focus on
measurement of prediction performance. For in-
stance, Zhou et al. (2022) proposed a reconsidera-
tion of the used metrics by creating a "complete"
judgement set inspired by evaluation of information
retrieval. Rim et al. (2021) proposed the use of unit
tests in order to evaluate models in a fine-grained
manner by considering different capabilities. Wid-
jaja et al. (2022) provided refined performance eval-
uation by bucketizing the test set into user-specified
chunks. To bridge the gap, our platform provides a
tool to measure plausibility of KGC explanations
with human evaluation.

8 Conclusion

AI explanations only achieve their goal if the ex-
planation is helpful to the human user. To measure
this, we present a human-centric evaluation plat-
form in the context of explainable knowledge graph
completion. Distinguishing from the simulatability-
based evaluation, our system assesses how well ex-
planations assist users in judging the correctness
of KGC predictions, and thus aligns better with
human-AI interaction systems, where AI facilities
humans rather than the other way around. To allevi-
ate possible biases, we provide a set of guidelines
in experiment design, and diverse analysis tools for
reliable conclusions. The experiments demonstrate
the findings and results that can be acquired with
the proposed system.
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Abstract

pyTLEX is an implementation of the Time-
Line EXtraction algorithm (TLEX; Finlayson
et al., 2021) that enables users to work with
TimeML annotations and perform advanced
temporal analysis, offering a comprehensive
suite of features. TimeML is a standardized
markup language for temporal information in
text. pyTLEX allows users to parse TimeML
annotations, construct TimeML graphs, and ex-
ecute the TLEX algorithm to effect complete
timeline extraction. In contrast to previous im-
plementations (i.e., jTLEX for Java), pyTLEX
sets itself apart with a range of advanced fea-
tures. It introduces a React-based visualization
system, enhancing the exploration of tempo-
ral data and the comprehension of temporal
connections within textual information. Fur-
thermore, pyTLEX incorporates an algorithm
for increasing connectivity in temporal graphs,
which identifies graph disconnectivity and rec-
ommends links based on temporal reasoning,
thus enhancing the coherence of the graph rep-
resentation. Additionally, pyTLEX includes
a built-in validation algorithm, ensuring com-
pliance with TimeML annotation guidelines,
which is essential for maintaining data quality
and reliability. pyTLEX equips researchers and
developers with an extensive toolkit for tem-
poral analysis, and its testing across various
datasets validates its accuracy and reliability.

1 Introduction

Temporal information plays a crucial role in natural
language processing and text analysis. TimeML,
an SGML-based markup language, allows the an-
notation of temporal information in texts, including
events, temporal expressions, links, and temporal
signals (Pustejovsky et al., 2003a) 1. TimeML an-
notations can be generated using automatic ana-
lyzers (Verhagen et al., 2005), manual annotation
(Minard et al., 2016), or some combination of the

1SGML is a markup language for defining the structure of
documents in a machine-readable and human-readable format.

two. TimeML annotations can be used to build
temporal graphs, where nodes are events and tem-
poral expressions, and edges are temporal relations.
However, they provide only a partial ordering of
events and times. Meanwhile, the global order
(i.e., a timeline) is more useful for various NLP ap-
plications, including question-answering systems
(Radev et al., 2002), text summarization (Mami-
dala and Sanampudi, 2021), and text visualization
(Di Mascio et al., 2010).

To effect the extraction of timelines from
TimeML annotations, we previously developed the
TLEX algorithm, based on Constraint Satisfaction
Problems (CSP), which provides an exact solution
to the problem (in contrast to machine-learning-
based approaches). TLEX converts TimeML anno-
tations into an exact timeline, and in previous work,
we introduced JTLEX, an open-source Java library,
which implemented the TLEX algorithm (Ocal
et al., 2023). jTLEX not only parsed TimeML
annotations but also allowed users to manipulate
TimeML graphs.

Like jTLEX, pyTLEX also takes a TimeML an-
notated file as input, then (1) parses the annotations
into TimeML objects, (2) builds a TimeML graph,
(3) partitions the TimeML graph into temporally
connected graphs to separate real-life events and
subordinated events, (4) transforms the temporally
connected graphs into point algebra (PA) graphs,
and (5) solves the PA graphs to extract a timeline. If
a timeline cannot be extracted, meaning the graph
is temporally inconsistent, (6) it detects the min-
imum inconsistent subgraph and returns it to the
annotator to fix it. Finally, if the order of events and
times are indeterminant (multiple possible order-
ing), (7) it calculates the temporal indeterminacy.

PyTLEX goes beyond jTLEX and introduces
several new features. It includes a React-based
application for graph and timeline visualization,
making the exploration of temporal data more in-
tuitive and insightful. The library incorporates an
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algorithm for automatically increasing connectiv-
ity, which detects graph disconnectivity and auto-
matically suggests temporal links. Additionally,
pyTLEX offers a rule-based system for validating
compliance with the annotation guidelines.

We have tested pyTLEX on the TimeBank cor-
pus (Pustejovsky et al., 2003b), which contains 183
TimeML annotated news articles. In less than 9
minutes on current consumer laptop (3.0 GHz Intel
Core i7-1185G7 with 32GB of RAM), pyTLEX
validated the annotations, extracted timelines, and
visualized them. We release our demonstration
system as well as a screencast video showing its
operation2.

2 Library Overview

2.1 User Input
pyTLEX offers comprehensive processing and
manipulation capabilities for all the data present
within a TimeML annotation. It accommodates
various input sources, allowing the incorporation
of TimeML annotations from a .tml file, a JSON-
style TimeML encoding, or plain text. Users can
also create TimeML annotations manually, adher-
ing to the TimeML annotation guide (Sauri et al.,
2006), or generate annotations automatically us-
ing advanced TimeML annotators like TARSQI
(Verhagen et al., 2005), ClearTK (Bethard, 2013),
CAEVO (Chambers et al., 2014), or CATENA
(Mirza and Tonelli, 2016). It is important to note
that automatic TimeML annotation tools, while ef-
ficient, may introduce limitations such as informa-
tion loss, temporal inconsistencies, and incorrect
annotations (Ocal et al., 2022a). The advantage of
pyTLEX lies in its ability to detect and rectify such
issues, as described in the subsequent sections.

2.2 TimeML Parser
pyTLEX offers a TimeML parser for transforming
TimeML annotations into a collection of TimeML
objects or the raw text. pyTLEX also validates
annotation compliance with the standard.

2.3 Graph Constructor
In a TimeML graph, nodes correspond to events
and times, and edges represent TimeML links, as
illustrated in Figure 1. This graph encapsulates
a wealth of information that can be programmat-
ically queried, including sets of links and nodes,
specific links by their ID, nodes by their ID, and

2https://cognac.cs.fiu.edu/pytlex/
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Figure 1: Visualization of the TimeML graph for
wsj_0555.tml from the TimeBank corpus. SLINKs are
given in dashed lines. pyTLEX partitions the TimeML
graph into four temporally connected subgraphs.

lists of incoming or outgoing links, among other
properties.

PyTLEX also allows users to programmatically
modify the TimeML graph. Users can introduce
or remove links and nodes within the graph, al-
lowing them to create custom graphs. The graph
implementation can be exported as JSON, which
can later be used for visualization. An example of
a TimeML graph is given in Figure 1.

2.4 Partitioner

There are three types of TimeML links:
<TLINK> and <ALINK> signify tempo-
ral order between events and times, while
<SLINK> conveys modal, counterfactual, or
conditional relationships between two events, as
in the example “Tyler forgot to bring his wallet.”
In this instance, a counterfactual relationship
exists between the events forgot and bring. The
event bring never transpired in the “real world”
described in the text. As detailed in the TLEX
paper, pyTLEX partitions a TimeML graph into
temporally connected subgraphs to identify such
distinctions. The subgraph(s) containing “real
world” events are called the main subgraph(s)
and those connected to the main subgraphs via
subordination links as subordinated subgraphs.

2.5 Transformer

As described in the TLEX algorithm, pyTLEX con-
verts each temporally connected subgraph into a
Point Algebra (PA) graph, where nodes are time
points, and edges are primitive temporal constraints
<, =. For example, if we have two events (A and
B) with A being BEFORE B, this relationship is
translated into a PA graph as A− < A+ < B− <
B+, with ’-’ and ’+’ marking the start and end time
points of a node. Figure 2 shows the PA graph
for the TimeML graph in Figure 1. The PA graph
is necessary for the temporal constraint satisfac-
tion problem (TCSP) that is used to generate the
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Figure 2: Visualization of the output of the transforming
temporally connected subgraphs in Figure 1 into the PA
graph after the connectivity increaser added the before
link between 1 and 4.

5- 5+ 2- 2+ 1- 1+ 4- 4+

6- 6+ 8- 8+
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Figure 3: Visualization of the timeline of the TimeML
graph in Figure 1. Grey regions indicate indeterminate
sections.

timeline, as detailed in Section 2.6.

2.6 Solver

Once each temporally connected subgraph is trans-
formed into a Point Algebra (PA) graph, pyTLEX
uses the Z3 Python library for Constraint Satisfac-
tion Problems (CSP) to assign integers to the time
points within the graph. The timeline is then ob-
tained by sorting these assigned integers. The Z3
Python library is a theorem prover and solver that
is commonly used for solving complex mathemati-
cal and logical problems (De Moura and Bjørner,
2008). By default, pyTLEX generates the smallest
solution where the first time point is assigned 1 and
each subsequent time point the next lowest integer.

When applied to all the PA graphs, pyTLEX gen-
erates an exact trunk-and-branch timeline structure,
where the trunk corresponds to the main timeline
representing the main subgraph, and branches rep-
resent subordinated timelines associated with the
subordinated subgraphs, as visualized in Figure 3.
Therefore, the main timeline conveys the global or-
der of “real world” events and times, while subordi-
nated branches capture subordinated events. Users
can extract various details from the timeline, such
as its length, the first and last time points, the main
timeline, subordinated branches, the count of sub-
ordinated branches, the number of time points, and
the list of attachment time points where subordi-
nated branches connect to the main timeline.

2.7 Inconsistency Detector

As described in the TLEX paper, the annotation
must be consistent for the solver to extract a time-
line. pyTLEX incorporates an inconsistency de-
tection mechanism designed to identify inconsis-
tent cycles in the TimeML graph. In such cases,
pyTLEX identifies the specific links responsible
for the inconsistency, thus enabling users to correct
their annotations.

2.8 Indeterminacy Calculator

In many cases, natural language texts lack suffi-
cient information to establish a unique ordering
of events and times, resulting in multiple possible
global orderings. As illustrated in Figure 2, there
is no information regarding the relative order be-
tween 1+ and 3−. PyTLEX employs the TLEX al-
gorithm to quantify temporal indeterminacy within
a timeline. The algorithm explores and compares
the shortest timeline with 100 alternative timelines
(exhaustive computation of all possible timelines
is computationally burdensome). If two adjacent
points in the shortest timeline are not adjacent in
all the other timelines, their order is indeterminate,
and such sections can be marked as depicted in
Figure 3.

2.9 Increasing Connectivity

During TimeML annotation, it’s not uncommon for
annotators to unintentionally overlook the annota-
tion of temporal links. Such omissions can lead to
disconnectivity within the TimeML graph, thereby
disrupting the integrity of the timeline. pyTLEX in-
tegrates an algorithm detailed in (Ocal et al., 2022b)
to address this problem. This algorithm leverages
temporal reasoning to intelligently propose tempo-
ral links between two disconnected subgraphs. In
essence, it undertakes a comparison of the temporal
expressions within these subgraphs and, based on
the evaluation of time values, automatically rec-
ommends the addition of temporal links. This not
only streamlines the timeline generation process
but also ensures the coherence and connectivity of
temporal relationships within the annotated text.
For example, in Figure 1, the TimeML graph is
disconnected. Using the time values of 1 and 4,
pyTLEX can suggest that 1 is BEFORE 4; insert-
ing such a link results in a connected timeline, as
shown in Figure 3.
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2.10 Validation

The TimeML annotation guide (Sauri et al., 2006)
establishes a set of rules governing the structure of
TimeML annotations. pyTLEX incorporates these
as a rule-based system that can scrutinize TimeML
annotations and ensure compliance with those de-
fined rules. Our validation system incorporates
the algorithm presented in our prior work (Ocal
et al., 2022b) to assess adherence to Rules 1 to
6. Furthermore, it adopts the algorithm outlined
in (Derczynski and Gaizauskas, 2012) to verify
compliance with Rule 7. Additionally, our system
performs checks to identify instances of repeating
links within the TimeML graph (Rule 8), reinforc-
ing the integrity of the annotation.

2.11 Visualization

To visualize its JSON outputs, pyTLEX provides a
React-based application that allows users to visu-
ally explore the TimeML graph, its partitions, and
the resulting timelines. Additionally, the visualiza-
tion application harnesses the output from the in-
consistency detector to highlight problematic links
within the graph. This visual aid empowers users
to readily identify issues and undertake necessary
corrections. Furthermore, pyTLEX incorporates vi-
sual cues to highlight indeterminate sections of the
timeline, making it a valuable resource for narrative
comprehension and understanding. For pyTLEX
visualization, we have provided the demo video on
the pyTLEX website 3.

3 Use Cases

A user guide and license information can be found
on the pyTLEX website4. Here, we illustrate an
approach for one of the TimeML annotations of
the TimeBank corpus, called wsj_0555.tml. This
file and the rest of the corpus can be obtained from
the LDC website5. The following text, shown in
the example below, is a snippet of the TimeML-
annotated text of wsj_0555.tml. The TimeML
graph corresponding to the snippet text is shown in
Figure 1, where we can see that the nodes of the
graph are either events or times, and the edges are
TimeML relations. Event instance IDs and timeIDs
are given in square brackets (DCT = DOCUMENT

CREATION TIME).

3https://cognac.cs.fiu.edu/pytlex/
4https://cognac.cs.fiu.edu/pytlex/
5https://catalog.ldc.upenn.edu/LDC2006T08

[DCT:10/30/891[t12]]: Waxman Industries Inc.
said2[ei44] holders of $6,542,000 face amount
of its 6 1/4% convertible subordinated deben-
tures, due3[ei45] March 15, 20074[t13], have
elected5[ei46] to convert6[ei47] the debt into
about 683,000 common shares. The conver-
sion price is $9.58 a share. The company
said7[ei48] the holders represent8[ei49] 52% of
the face amount of the debentures.

Users can read the file and create the TimeML
graph as follows:

timeML_graph = Graph(’wsj_0555.tml’);

Users can retrieve any information about the
graph, such as links (all or one by ID), nodes (all or
one by ID), incoming links, outgoing links, JSON
output, number of nodes, number of links, number
of link types, etc. Listing 1 shows the output of
pyTLEX when the user requests the information
about the first link of wsj_0555.tml.

Moreover, users can actively manipulate their
graph by adding or removing nodes and links or
even constructing entirely custom graphs. The fol-
lowing code snippet demonstrates the process of
creating a customized graph and adding two new
nodes along with a link.

node1 = TimeX(1, "FUTURE_REF", True , "
next wednesday")

node2 = TimeX(2, "FUTURE_REF", True , "
next thursday")

link1 = Link(1, "TLINK", "BEFORE", node1
, node2)

timeML_nodes = set()
timeML_nodes.add(node1)
timeML_nodes.add(node2)
timeML_links.add(link1)
timeML_graph = Graph(timeML_nodes ,

timeML_links)

After the TimeML graph is created, users can
perform timeline extraction. Accessing the graph’s
partitions can be achieved as follows:

timeML_graph.main_partitions
timeML_graph.subordination_partitions

As can be seen from Figure 1, this TimeML
graph has disconnectivity. PyTLEX can auto-
matically propose a link based on the values of
t12 (10/30/1989) and t10 (03/15/2007) through
the use of the algorithm for increasing connec-
tivity. Consequently, PyTLEX suggests the link
“t12 –BEFORE-> t10” to the user. Users have the
option to incorporate this suggested link, thereby
achieving a fully connected graph and, by exten-
sion, a fully connected timeline:
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1 Link: {ID = 1, LinkTag = TLINK , Syntax
= "", Temporal Relation = BEFORE ,

Origin = null
2 Related to time - Timex: {tID =

t12 , Type = DATE , Value =
1989 -10 -30 , Mod = null ,
Temporal Function = true ,
Quantity = null , Frequency =
null}

3 Event Instance - Event Instance:
4 {ID = eiid44 , Tense = PAST , Aspect

= NONE , Part of Speech = VERB ,
Polarity = POS , Modality = "

null", Cardinality = "null",
Signal = null

5 EVENT: eid = e1, class =
REPORTING , stem = say}

6 }

Listing 1: pyTLEX parser output for printing the
information about the first link of the graph.

1Main Timeline: {
2eiid46 - = 1
3eiid46+ = 2
4eiid48 - = 3
5eiid44 - = 3
6eiid44+ = 4
7eiid48+ = 4
8t12 - = 5
9t12+ = 6
10eiid45 - = 6
11t10 - = 7
12eiid45+ = 8
13t10+ = 8
14}
15Attachment Points: {eiid46 ->eiid47 ,

eiid48 ->eiid49}
16Subordinated Timelines: {
17[eiid47 - = 1, eiid47+ = 2],
18[eiid48 - = 1, eiid48+ = 2]}

Listing 2: pyTLEX timeline output for the
wsj_0555.tml file.

partitions = partition_graph(graph)
links = graph.links
Connectivity_Increaser.

connect_partitions(partitions ,len(
links))

Now that we have the fully connected graph, we
can extract the timeline. Users, can retrieve the
exact trunk-and-branch timeline structure using:
timeML_graph.timeline

The output will be as shown in Listing 2. As
can be seen, pyTLEX returns the main timeline,
subordinated timelines, and the attachment points
for each subordinated timeline.

After extracting the timeline, users can also re-
trieve the indeterminacy score, as well as the inde-
terminant time points. For our example, pyTLEX

1[Graph Type: Main Graph
2Nodes Count = 2
3Links count = 2
4TLinkType: 2
5ALinkType: 0
6SLinkType: 0
7Nodes:
8eiid2048 , t57
9Links: (From -> To)
10(t57 BEFORE eiid2048)
11(eiid2048 BEFORE t57)
12]

Listing 3: pyTLEX inconsistent subgraph output for the
wsj_1011.tml file.

returns 0.125 indeterminacy score, and {t12+,
eiid45-} indeterminant time points after running:

IndeterminacyDetector.solve(g)

Users can validate annotations, for example, by
checking the ALINK replacement rule (Rule 4) and
the orphaned node rule (Rule 7):

filepath = r"../ pytlex_data/
TimeBankCorpus/wsj_0586.tml"

Sanity_Check.sco_ALINK_rule(filepath)
Sanity_Check.orphaned_node_rule(filepath

)

Since the graph of wsj_0555.tml is consistent,
pyTLEX’s inconsistency detection method yields
an empty set, indicating the absence of temporal
inconsistencies. To elucidate the mechanics of
the inconsistency detection algorithm, we can use
wsj_1011.tml, which is a temporally inconsistent
file from the TimeBank corpus. Following the exe-
cution of the graph construction method, users can
run the generate_inconsistent_subgraphs(g)
function to obtain information about the inconsis-
tent cycle. For this specific file, pyTLEX generates
an output as shown in Listing 3, presenting both
the inconsistent subgraph and relevant subgraph
details.

For pyTLEX visualization, we have provided the
demo video on the pyTLEX website 6.

4 Related Work

As we discussed in Section 1, TimeML is a stan-
dardized temporal markup language. While numer-
ous tools have been created for generating TimeML
annotations, including (Verhagen et al., 2005; Saurí
et al., 2005; Min et al., 2007; Chang and Manning,
2012; Chambers, 2013; Chambers et al., 2014;
Bethard, 2013; Mirza and Tonelli, 2016), there are

6https://cognac.cs.fiu.edu/pytlex/
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only a small number of tools designed to evaluate
TimeML annotations.

Tango, a Java-based TimeML parser tool, can
parse TimeML annotated documents and construct
TimeML graphs (Verhagen et al., 2006). It offers
users the ability to modify the graph and conducts
temporal consistency checks using temporal clo-
sure. Tango was used in the evaluation of the Time-
Bank corpus, although it did not flag any inconsis-
tencies within the TimeBank files. Notably, Tango
employs <TIMEX> values to depict the graph in a
timeline format, where each segment encompasses
a <TIMEX> and the associated events. However, it
does not furnish the global ordering of events.

Similarly, TBOX (Verhagen, 2007) can create
a TimeML graph from TimeML annotations but
eliminates temporal closure links. TBOX presents
each event in this simplified graph as a box and
positions these boxes based on their temporal rela-
tions, arranged according to their temporal order.
This approach presents challenges with temporally
indeterminate annotations.

Boguraev and Ando (2006) evaluated of the ini-
tial version of the TimeBank corpus, denoted as
TimeBank 1.1. They analyzed the distribution of
relations, event classes, Timex types, and TimeML
components. Notably, their findings revealed that
the annotation tool employed in the construction of
TimeBank introduced a consistent shift of a single
character. Additionally, they identified discrepan-
cies in the types of Timex tags or instances of miss-
ing Timex tags associated with the same Timex
signal in TimeBank 1.1. Boguraev et al. (2007)
extended their analysis to TimeBank 1.2, enabling
a comparative assessment. They selected a random
document from both corpora and manually eval-
uated it to ascertain the number of errors in each
version. Their results suggest that TimeBank 1.2
represented a notable improvement over 1.1.

TimeML-strict is a Java-based validation tool for
TimeML (Derczynski et al., 2013). It implements a
range of criteria, including the identification of any
missing document creation time (DCT), the verifica-
tion of non-linguistic content, and the confirmation
that all links reference existing objects.

CAVaT is a Python utility for parsing TimeML
annotations and providing quantitative insights, in-
cluding distributions of TimeML objects (Derczyn-
ski and Gaizauskas, 2012). It offers functionality
to detect self-loops, orphaned nodes, and discon-
nectivity within TimeML graphs. CAVaT excludes

<SLINK>s from its analysis, which can result in
subordinated events being erroneously identified
as orphaned objects and subgraphs being marked
as disconnected, despite their connectivity through
<SLINK>s. CAVaT can identify temporal inconsis-
tencies within the graph using closure. When tem-
poral inconsistencies are present, CAVaT returns
the most recently added constraint to the inconsis-
tent cycle, which is important because identifying
the complete inconsistent cycle based on a single
edge can be particularly challenging for annotators,
especially in the context of large graphs.

In addition to these TimeML tools, NLP re-
searchers have used machine learning-based tech-
niques for timeline extraction from TimeML an-
notations (Mani et al., 2006; Do et al., 2012;
Kolomiyets et al., 2012; Leeuwenberg and Moens,
2020). These approaches come with specific con-
straints, and none of them address all temporal
links, covering a maximum of 6 out of the 13
types. Additionally, they fail to distinguish be-
tween real-life events and subordinated events, and
they may not effectively handle temporal indeter-
minacy within the annotations.

In contrast to prior work, pyTLEX provides an
open-source implementation of TLEX, a technique
for extracting exact timelines from TimeML anno-
tations. Like its predecessor, jTLEX, pyTLEX in-
corporates a TimeML parser and a graph construc-
tor. It distinguishes subordinated events from real-
world events, extracts the global order of events and
times in a trunk-and-branch timeline structure, au-
tomatically identifies and rectifies inconsistencies,
and identifies and gauges indeterminacy. However,
pyTLEX has a number of extended capabilities.
It not only detects and resolves disconnectivities
within both graphs and timelines but also integrates
a validation system for TimeML annotations. Addi-
tionally, it offers a visualization system, enhancing
comprehension for users.

5 Conclusion

We present pyTLEX, an open-source Python li-
brary that enables the programmatic extraction of
exact timelines from TimeML-annotated texts via
a standard Python API. PyTLEX provides several
capabilities, including TimeML parsing, graph ex-
traction, timeline generation, inconsistency identi-
fication, temporal indeterminacy assessment, dis-
connectivity detection and resolution, corpus vali-
dation, and advanced visualization capabilities. We
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release pyTLEX as an open-source library, freely
available for non-commercial usage7.
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Abstract

Depression is a pressing global issue that im-
pacts millions of individuals worldwide. This
prevailing psychological disorder profoundly
influences the thoughts and behavior of those
who suffer from it. We have developed De-
pressMind1, a versatile screening tool designed
to facilitate the analysis of social network data.
This automated tool explores multiple psycho-
logical dimensions associated with clinical de-
pression and estimates the extent to which
these symptoms manifest in language use. Our
project comprises two distinct components:
one for data extraction and another one for anal-
ysis. The data extraction phase is dedicated
to harvesting texts and the associated meta-
information from social networks and trans-
forming them into a user-friendly format that
serves various analytical purposes. For the anal-
ysis, the main objective is to conduct an in-
depth inspection of the user publications and
establish connections between the posted con-
tents and dimensions or traits defined by well-
established clinical instruments. Specifically,
we aim to associate extracts authored by indi-
viduals with symptoms or dimensions of the
Beck Depression Inventory (BDI).

1 Introduction

Psychological analysis is a multifaceted discipline
dedicated to the study of human behavior and the
intricacies of related mental processes. This field
holds immense significance as it helps to gain
deeper insights into individuals and the function-
ing of their minds. Such insights are instrumen-
tal in both the treatment and prevention of men-
tal health issues. Among the most pressing con-
cerns within psychological analysis is depression,
a pervasive mood disorder that affects countless
individuals worldwide (World Health Organization,
2023). Depression constitutes a serious affliction

1A demonstration video of DepressMind is available at:
https://youtu.be/rd6ZVWbxYrM

that significantly diminishes a person’s quality of
life and can have profound consequences on his
physical and mental well-being. Although there is
a wide range of available therapeutic approaches,
ranging from psychotherapy to pharmaceutical in-
terventions, the burden of inadequately treated or
unrecognized depression is still substantial (Evans-
Lacko et al., 2018). Recent years have witnessed
a noticeable increase in the global prevalence of
depression (World Health Organization, 2022), re-
flecting the need for further research and design of
new screening tools.

The Internet and Social Media (SM) have
sparked a revolutionary transformation in the way
we communicate. Online sources have also opened
up new possibilities in psychological analysis, par-
ticularly for extracting behavioral patterns from
specific demographic groups. One of the primary
advantages is the availability of a large amount
of data and multiple pieces of evidence about hu-
man behavior. These valuable resources can be
exploited to perform observational studies that sup-
port mental health research. SM platforms are
spaces where individuals can freely express them-
selves and publicly share their thoughts, feelings,
and opinions. Some popular sites and forums
have become meeting points for disclosing per-
sonal preoccupations. Notably, online communi-
ties focused on topics like depression and other
mental health issues have emerged, enabling in-
dividuals to share their personal experiences and
receive support from others who have navigated
similar challenges (Skaik and Inkpen, 2020; Rís-
sola et al., 2021; Crestani et al., 2022).

It is crucial to develop new screening mecha-
nisms to early detect the increasing severity of
depressive symptoms and provide explanatory ex-
tracts of the evidence found. To that end, we exploit
advanced Natural Language Processing (NLP) so-
lutions to analyze patterns and trends of depression.
Such automated screening would allow to moni-
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Figure 1: General diagram of DepressMind’s architecture. First, it collects data from different sources (social
networks), and then, it analyzes the levels of intensity and relevance in depression according to the BDI test.

tor a large number of people and identify those
who may be at risk of developing a mental disor-
der. In practice, this could lead to interventions that
provide individuals with the right support in time.
Alternatively, the insights gained by our tool could
inform preventive measures and help detect risk
factors. For example, by understanding the evolu-
tion of depressive symptoms in specific segments
of the population (e.g. individuals of a certain age)
we could instigate the definition of new commu-
nication or mitigation measures by relevant health
authorities. In any case, this exploitation would
have to be done with proper ethical and privacy
precautions. The goal of this paper is to exem-
plify the potential contributions of this technology,
while its actual deployment is beyond the scope
of the present project. Furthermore, DepressMind
is available for research purposes and, thus, those
interested in extracting and analyzing online data
from a BDI perspective can get access to this new
screening tool2.

DepressMind stands on a retrieval method that
supports a semantic representation for each cate-
gory of the BDI-II questionnaire. BDI (Beck et al.,
1961) is a recognized clinical instrument designed
to assess the manifestation of 21 depressive symp-
toms, such as sadness, pessimism, or loss of energy.
Given a textual excerpt, DepressMind computes
two different metrics, relevance, and intensity, with
respect to each BDI symptom. The whole process
is depicted in Figure 1. We can summarize our
contributions as follows:

• Development of a Reddit and Twitter extrac-
tion module designed to compile a compre-
hensive collection of online publications us-
ing specific filtering criteria (e.g., keywords,
user accounts, communities, etc.).

• Implementation of an advanced analytical tool
capable of assessing psychological dimen-

2https://github.com/roque-fernandez/
DepressMind

sions and their temporal evolution. This analy-
sis leverages semantic similarity estimates and
linguistic models to provide valuable insights
into user-generated content.

• Integration of the above components into a
user-friendly web application that streamlines
the process of analyzing Beck Depression
Inventory (BDI) dimensions over a precom-
piled dataset of social media posts. This
application allows users to visualize results
through graphs and statistical representations
for a more comprehensive understanding of
the data.

2 Related Work

In recent times, the field of digital mental health
analysis has experienced significant expansion. Au-
tomated NLP techniques have emerged as effective
means for identifying traces of mental health disor-
ders from user-generated online publications. For
instance, in a pioneering study, Choudhury et al.
(2013) conducted initial research on automatically
detecting depression. These researchers collected
reliable data on depression through crowd-sourcing,
employing the CES-D (Center for Epidemiologi-
cal Studies Depression Scale) inventory to assess
depression levels (Radloff, 1977).

Gaur et al. (2018) introduced an unsupervised
method aimed at aligning the content from different
mental health-related subreddits with the most suit-
able DSM-5 (Diagnostic and Statistical Manual of
Mental Disorders - 5th Edition) categories (Asso-
ciation, 2013). Given the knowledge encoded into
the DSM-5 manual and other meticulously curated
medical resources, a specialized lexicon was con-
structed. This language resource included n-grams
associated with each mental health disorder listed
in the DSM-5. Additionally, the authors enhanced
an existing ontology related to drug abuse, incorpo-
rating terminology and slang expressions derived
from Reddit. The resulting lexicon was exploited
to quantify the connection between the content of
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the subreddits and the DSM-5 categories.
In a study conducted by Perez et al. (Pérez et al.,

2022), an innovative approach was introduced to
automatically measure the severity of depression
among social media users. This research team ad-
dressed the challenge of quantifying the intensity
of depression indicators and explored the appli-
cation of neural language models to capture var-
ious aspects of the user-generated content. This
team presented two alternative methods for evalu-
ating depression symptoms, based on the individ-
ual’s willingness to openly discuss them. The first
method relied on analyzing global language pat-
terns present in the user’s posts, while the second
method focused on identifying direct mentions of
symptom-related concerns. Both approaches re-
sulted in automatic estimates of the overall BDI-II
score.

In a related vein, Pérez et al. (2023) introduced
a platform designed to assist in the assessment and
monitoring of depression symptoms among social
media users. The tool aimed at capturing a broad
context of the individuals by incorporating user
profiling capabilities. The authors claimed that the
platform could assist professionals in labeling data
and utilizing depression estimators and profiling
models.

These initiatives have piqued our interest in ex-
ploring the potential of semantic matching between
relevant medical questionnaires and user-generated
publications. Our system, DepressMind, allows us
to extract and visualize BDI-related extracts and we
present here a preliminary evaluation that shows its
potential to automatically estimate an individual’s
response to the BDI-II items.

3 Design and Implementation

3.1 Data collection
To facilitate data collection, we developed a dedi-
cated module that allows us to gather information
from Twitter and Reddit. This module serves as
an intermediary, streamlining the process of pars-
ing user-generated content. The tracking process
adapts based on the data source. In the case of
Twitter, our module utilizes the free access Twint
library3 to connect with Twitter’s API and retrieve
a specified number of tweets based on user-defined

3At the time of building DepressMind, Twint allowed free
access to publications and downloads. Due to changes in
Twitter’s policies (now referred to as "X"), this module is
temporarily disabled. We are actively monitoring for future
updates that may reinstate its functionality.

Figure 2: DepressMind’s extraction interface.

filters. The collected data is then stored in a JSON
file. For Reddit, we have implemented a custom
tracker designed specifically for this platform. This
tracker retrieves Reddit posts, applies the necessary
filters, and stores results in JSON format. Further-
more, our system produces a separate file designed
for recording statistics for the resulting collection.

The Reddit crawler parses the HTML code and
extracts class patterns and tags associated with Red-
dit posts. To that end, we employ BeautifulSoup,
a Python library that simplifies the parsing and
data extraction from XML and HTML documents.
Given the evolving nature of Reddit, consistent
data extraction has become challenging. Our ex-
traction works from the OldReddit interface. In
May 2018, Reddit introduced a new interface and
appearance that met with significant disapproval
(over 80% of users). Consequently, the site decided
to maintain the old interface on a separate domain.
To this day, approximately 15% of users continue
to access Reddit via the old interface, with no plans
to discontinue. This legacy interface provides us
with a unique advantage, as its HTML structure is
more amenable to automated crawling.

DepressMind supports four extraction possibili-
ties: by subreddit, by user account, by keywords,
and a general (unrestricted) extraction. These ex-
traction options share certain parameters, such as
the maximum number of posts to be retrieved, and
the range of dates of the extracted publications.
Figure 2 shows an instance of the subreddit-based
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Figure 3: Example of the output after the extraction
(the user posts and accounts have been pixelated for
privacy reasons).

option. After the extraction, DepressMind displays
the number of posts found, a word cloud, some
example posts, and other general statistics (see Fig-
ure 3).

3.2 Analysis of Psychological Dimensions

The extraction functionalities described above al-
low any user to produce and download a JSON-
formatted dataset and, thus, DepressMind can be
employed by researchers or practitioners to build
their collections. In any case, our primary goal was
to make a depression screening tool and, thus, De-
pressMind includes a BDI-based analytical module.
To that end, DepressMind assesses the semantic
proximity between the texts gathered from social
media and the textual content of the BDI question-
naire. Each BDI item contains a title (e.g. “Guilty
Feelings”) and some possible responses (e.g. “0.
I don’t feel particularly guilty”, “1. I feel guilty
a good part of the time”, “2. I feel quite guilty
most of the time”, or “3. I feel guilty all the time”).
These texts are used to assess the relevance and
intensity of each topic, as described below.

3.2.1 Relevance
This analysis aims to address the question: How rel-
evant are individual depression symptoms within

Figure 4: Relevance analysis and evolution over time of
each BDI topic.

our collection? Given a collection of posts, De-
pressMind outputs an array of 21 values, one for
each BDI symptom. Each element in the array esti-
mates the topical presence of the BDI item in the
corpus. These estimates are produced as follows.
First, DepressMind transforms each question from
the BDI into an embedding representation utilizing
SentenceBERT (Reimers and Gurevych, 2019), an
adaptation of the pre-trained BERT model designed
to produce semantically meaningful sentence em-
beddings4. For every topic, we generate embedding
representations of the title of the corresponding
BDI item and each potential response. The simi-
larity between a sentence in the corpus and a BDI
item is computed as the maximum similarity (us-
ing cosine similarity) between the embedding of
the sentence (es) and the embeddings of the BDI
title and the BDI responses: scorerel(s,BDIn) =
max{sim(es, etitlen), sim(es, eresponse1n), ...}.

The relevance of a BDI item in the corpus (C)
is computed as the average relevance computed
over the entire set of sentences: rel(BDIn, C) =

4More specifically, with the all-MiniLM-L6-v2 model
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Figure 5: Intensity analysis.

avgs∈C scorerel(s,BDIn). Figure 4 shows an ex-
ample of this analysis.

3.2.2 Intensity
This metric estimates the intensity of each depres-
sion symptom in the input corpus. While the rel-
evance of a symptom informs us about topicality
(i.e., the presence of sentences related to the BDI
item), intensity provides insight into the level of
severity. Many relevant sentences might induce
different intensity levels. For instance, “I never
sleep” and “I have occasional sleeping problems”
are both relevant to the BDI item on sleeping prob-
lems but the first one should be assigned a higher
intensity score. Given a collection of posts, De-
pressMind outputs an array of 21 intensity values,
one for each BDI symptom. These scores are inte-
ger values ranging from 0 to 3. This is the standard
ordinal scale of the responses in the BDI question-
naire. These estimates are produced as follows.

For each BDI item, we only consider
as candidates the sentences whose relevance
scorerel(s,BDIn) is greater than a given thresh-
old. For each candidate sentence, we try to align
it with the possible responses of the BDI item. To
that end, we employ an entailment model5 with
three possible output categories: contradiction, en-
tailment, neutral. If the candidate sentence does
not entail the response (output category is contra-
diction or neutral) then the alignment is discarded.
Otherwise, we apply a softmax function to the en-

5We used the cross-encoder/nli-deberta-v3-base model.

Figure 6: Top scoring sentences for two BDI items
(sadness and pessimism). For privacy reasons, texts
have been paraphrased.

tailment value, which returns the probability that
the sentence s supports the response. DepressMind
aligns the sentence with the response that has the
highest probability of entailment and outputs the re-
sponse’s severity level, valint(s,BDIn) ∈ {0, 3}.
For example, for the “Suicidal thoughts” symptom,
a sentence such as “I want to kill myself” would be
aligned with the response “I would kill myself if I
had the chance” and, thus, it would be assigned an
intensity value of 3. Finally, the BDI item’s inten-
sity score of the entire corpus is computed as the
maximum intensity over the available sentences:
int(BDIn, C) = maxs∈C valint(s,BDIn). The
rationale is that a single severe sentence should be
a matter of concern. Figure 5 shows an example
of the intensity analysis. DepressMind also shows
explanatory evidence, by presenting the sentences
that led to the final intensity estimation (see Fig 6).

4 Empirical Evaluation

To validate the tool, we utilized the eRisk eval-
uation datasets (2019, 2020, and 2021) (Losada
et al., 2019, 2020; Parapar et al., 2021). These
evaluation tasks aim to estimate the severity of the
21 BDI symptoms for a set of social media users.
For each user, the datasets include a self-report
BDI questionnaire and the user’s history of publi-
cations (participants gave their consent for tracking
of their public posts). We fed each user’s collection
to DepressMind, obtained the estimated levels of
severity, and compared them with those filled by
the users. The next subsection describes the four
effectiveness metrics. Further details about them
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method AHR ACR ADODL DHCR
eRisk 2019

ours 0.3143 0.6492 0.7476 0.2000
participants 0.3345 0.6416 0.7454 0.2611

eRisk 2020
ours 0.3156 0.6574 0.7481 0.2571
participants 0.3432 0.6688 0.7963 0.2807

eRisk 2021
ours 0.2601 0.6319 0.7383 0.3375
participants 0.3107 0.6555 0.7586 0.2196

Table 1: Effectiveness results over the three datasets.
The lower result reports the mean performance achieved
by the participants in the eRisk shared task.

are available at (Losada et al., 2019, 2020; Parapar
et al., 2021).

4.1 Metrics

Average Hit Rate (AHR): AHR measures how of-
ten the automated questionnaire produces identical
responses to the real questionnaire.
Average Closeness Rate (ACR): ACR takes into
consideration the ordinal scale and penalizes more
the errors where the system’s response deviated
significantly from the actual user’s response.
Average Difference in Overall Depression Levels
(ADODL): While the previous metrics focus on
effectiveness at the BDI item level, ADODL cal-
culates the total depression level, which is the sum
of all responses, for both the real and automated
questionnaires, and measures the difference.
Depression Category Hit Rate (DCHR): DCHR
considers the four possible overall depression lev-
els (0–13: minimal depression, 14–19: mild depres-
sion, 20–28: moderate depression, 29–63: severe
depression) and measures the proportion of users
for whom DepressMind assigned a depression cat-
egory that matches the category determined by the
real questionnaire.

4.2 Results and Analysis

Table 1 shows the results of DepressMind and com-
pares them with the mean results of the participants
in the three evaluation campaigns. In general, our
approach yields competitive results in comparison
with the systems implemented by the participat-
ing teams. Furthermore, the participants’ systems
employed extensive feature engineering leading to
black-box models, while DepressMind visually ex-
plains its decisions and presents evidence that can
be validated by an expert. We leave the exploration
of more complex solutions (e.g., other sentence em-
bedding models) for future work. Regardless, there

exists potential for enhancing the structure of our
model and integrating further methods to narrow
the performance gap between the current version of
DepressMind and the most effective eRisk systems.
In any case, the challenge is intrinsically difficult,
as most users do not publicly disclose information
about many BDI topics. From our perspective, the
most compelling feature of this screening technol-
ogy is not its capacity for automatic diagnosis, but
rather its proficiency in highlighting the most sig-
nificant concerns, discerning temporal trends, and
providing valuable insights to expert users (e.g., to
psychologists).

To further analyze these collections, let us focus
on the individual influence of specific BDI items.
To this end, Figure 7 plots the percentage of users
with relevant evidence for each BDI item (blue
bars) and the percentage of intense sentences for
each BDI item in the collection (orange bars). This
helps to shed light on the BDI items that are more
prominently discussed on social media. Topics
such as feelings of worthlessness, sadness, agita-
tion, and punishment are the most recurrent and
also produce most of the severe sentences. In con-
trast, topics like crying, self-criticism, and loss of
interest in sexual activities have little presence and
intensity. Notably, in all the datasets, most top-
ics have less than half of the users with relevant
evidence. This underscores how challenging it is
to infer depression symptoms from social media
evidence. With no relevant information on these
topics, a model can hardly provide a reliable as-
sessment. In such cases, DepressMind assumes a
score of 0, potentially leading to an underestima-
tion of the individual’s state. In the future, it would
be worthwhile to explore alternative imputation
approaches, such as estimating overall depression
scores based on partially completed questionnaires
or estimating missing BDI symptoms based on re-
lated topics.

5 Conclusion

In this study, we try to contribute to the understand-
ing of a pressing global issue: the prevalence of
depression. Our main goal was to make a positive
contribution in the area of automated methods for
screening depression. To that end, we introduced
DepressMind, an analytical tool that extracts social
media posts and assesses their relevance and sever-
ity concerning the 21 standardized BDI symptoms.
An evaluation of several depression datasets has
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Figure 7: Intensity and Relevance of the 21 BDI items.

produced promising results, highlighting the poten-
tial to enhance our understanding, assessment, and
management of various depression symptoms. This
work represents an initial advancement towards har-
nessing the power of data to address mental health
challenges on a broader scale. In our future work,
we aim to explore the use of specialized lexical
resources for more effective sentence extraction
and to exploit clinical data for training more spe-
cialized language models. We are also interested
in expanding this study to different languages, as
most of the research studies on mental disorders
have been centered on English.

Ethics Statement and Limitations

This form of analysis aims to support the develop-
ment of emerging technologies designed to alert
about early signs of depression and provide sub-
stantial supporting evidence. As highlighted by
Neuman et al. (2012), it is important to view these
novel screening methods not as “magic replace-
ments for human experts”, but rather as compu-
tational tools that can significantly alleviate the
workload on public health systems, especially in
terms of facilitating regional preventive measures.
This project did not involve any interaction with
social media users, such as interventions to provide

health-related recommendations. Instead, it is an
observational study focused on publicly accessible
data and available research collections. The three
evaluation datasets are publicly available and trans-
parent, and our research strictly adhered to ethical
guidelines, specifically those related to AI ethics
by design. For instance, the data collections are
anonymized. Furthermore, we put in place strin-
gent measures to safeguard sensitive information
(e.g., the example sentences reported in the paper
were paraphrased). Our ultimate goal is to make a
positive contribution to society, with a key empha-
sis on improving our understanding of depression.

Another limitation is that at the time of building
the system, Twint allowed free access to Twitter
publications and downloads. Due to changes in
Twitter’s policies (now referred to as "X"), the Twit-
ter feature is temporarily inactive. We are continu-
ously observing for potential revisions that could
restore its operation.

Additionally, it is essential to acknowledge that
the datasets retrieved using DepressMind or those
used to evaluate the tool may exhibit inherent bi-
ases typical of social media data. For example,
gender, age, or sexual orientation biases. Any re-
searcher or practitioner using DepressMind to col-
lect and analyze data should bear this in mind and
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apply proper fairness and bias correction measures.
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Abstract

Many European citizens become targets of the
Kremlin propaganda campaigns, aiming to min-
imise public support for Ukraine, foster a cli-
mate of mistrust and disunity, and shape elec-
tions (Meister, 2022). To address this challenge,
we developed “Check News in 1 Click”, the
first NLP-empowered pro-Kremlin propaganda
detection application available in 7 languages,
which provides the lay user with feedback on
their news, and explains manipulative linguistic
features and keywords. We conducted a user
study, analysed user entries and models’ be-
haviour paired with questionnaire answers, and
investigated the advantages and disadvantages
of the proposed interpretative solution.

1 Introduction

Evidence that we are living through a global crisis
of trust in news is substantial, which inspired many
a debate concerning the measures needed to rebuild
it (Flew et al., 2020; Gaziano, 1988). An increasing
number of people are getting their news online, par-
ticularly the younger generation, while many have
started avoiding the news, first those concerning
the COVID-19 pandemic and now those about the
Russian war in Ukraine, majorly due to low cred-
ibility and negativity.(Coster, 2022). At the same
time, digital platforms are viewed more sceptically,
than traditional news, especially political ones as
they are believed to be agenda-driven and contain
propaganda (Mont’Alverne et al., 2022; Flanagin
and Metzger, 2000; Kalogeropoulos et al., 2019).
State-sponsored pro-Kremlin propaganda became
a major issue, as reports claim that only a small per
cent of Russian bots are being uncovered and de-
tected (Menn, 2022). Geissler et al. (2023) showed
that Twitter’s (now X’s) activity supporting Rus-
sia generated nearly 1 million likes, about 14.4
million followers and a substantial proportion of

pro-Russian messages that went viral.
To address this issue, we created an accessible on-
line user interface to check news in terms of pro-
Kremlin propaganda, general manipulation and
non-neutrality in 7 languages. It receives users’
news and offers the model’s verdict, its probabil-
ity, as well as an explanation of manipulative key-
words, linguistic strategies and indicators, shown to
be associated with pro-Kremlin news. In addition
to the models from our previous study (Solopova
et al., 2023), we trained new ones for Italian and
German languages, exploring the usefulness of the
data-augmentation strategy through translation, as
well as multi-language versus language-specific
pre-trained transformer models for this task. Here,
we present our system architecture and the user
study we conducted, quantifying user satisfaction
and desirable features and analysing user entries.

1.1 Related Work

Many tools have been developed to warn readers
about fake news and “weaponize” them to under-
stand the manipulative news better. An increasing
amount of tools are based on automated text analy-
sis and classification, mostly available only for En-
glish. The Factual1 is rating the credibility of the
news each day using the site’s sourcing history, the
author’s track record, and the diversity of sources in
a news article as key features. ClaimBuster2 is an
online tool for instant fact-checking, allowing users
to check the veracity of their texts, by searching for
a fact-checked claim similar to user’s input. The
Fake News Graph Analyzer characterises spread-
ers in large diffusion graphs (Bodaghi et al., 2021).
The Grover (Zellers et al., 2019) uses a fake news
detection model, which takes on the language of
specific publications to detect misinformation more

1https://www.thefactual.com
2https://idir.uta.edu/claimbuster/
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accurately. Bad News (Roozenbeek et al., 2022;
Basol et al., 2020) is a gamified platform intended
to build user understanding of the techniques and
tactics involved in disseminating disinformation.
They show that attitudinal resistance against online
misinformation through psychological inoculation
may reduce cultural susceptibility to misinforma-
tion.
Considering propaganda detection as a specific
case of disinformation, only a few projects develop
comprehensive interfaces accessible to the public.
Proppy (Barrón-Cedeño et al., 2019) was trained
on known propaganda sources using a variety of
stylistic features and is constantly clustering news
sources. PROTECT (Vorakitphan et al., 2022) and
Prta (Da San Martino et al., 2020) allow users to
explore the articles, texts and URLs by highlighting
the spans in which propaganda techniques occur
through a dedicated interface. Hamilton 2.03 is
a real-time dashboard, created by the project of
the Alliance for Securing Democracy, which aggre-
gates analysis of the narratives and topics promoted
by Russian, Chinese, and Iranian government offi-
cials state-funded and state-linked media accounts
and news. NewsGuard 4 uses a team of journalists
and experienced editors to produce reliable ratings
and scores for news and information websites. To
the best of our knowledge, no research-based open-
source tools using AI to check potential Russian
propaganda in a user’s specific piece of news and
in several languages are currently available.

2 Methods

2.1 Data

In addition to English, Russian, Ukrainian, French
and Romanian, from our previous study, we chose
to add German and Italian models to our tool. Ac-
cording to the European Union project EUvsDis-
info5, “no other EU member has been subjected to
such a powerful disinformation attack as Germany
has been”. In its database of fake media pieces
accumulated since late 2015, German media holds
the 1st place, while Italy is in third.
We used fact-checked and attested pro-Kremlin
propaganda articles from Propaganda Diary (Vox-
Check, 2020). Around 5% was also added from

3https://securingdemocracy.gmfus.org/hamilton-
dashboard

4https://www.newsguardtech.com/special-reports/russian-
disinformation-tracking-center/

5https://euvsdisinfo.eu

Model F1 MCC AUC
SVM-de-it 0.82 0.64 0.82
BERT-de-it 0.01 0.51 0.51
SVM-de-w/tr 0.90 0.80 0.90
SVM-de-w/o-tr 0.92 0.83 0.93
BERT-de-w/tr 0.94 0.88 0.99
BERT-de-w/o-tr 0.95 0.92 0.99
SVM-it-w/tr 0.78 0.57 0.78
SVM-it-w/o-tr 0.75 0.49 0.74
BERT-it-w/tr 0.96 0.80 0.96
BERT-it-w/o-tr 0.94 0.73 0.93
SVM-multi 0.88 n/a n/a
BERT-multi 0.92 n/a n/a

Table 1: Evaluation of the models used in the study.
MCC and AUC results are not given for SVM-multi
and BERT-multi as in the previous study Cohen’s kappa
was used instead. The numbers are rounded to 2 digits
after the comma. de- stands for German model, it- for
the Italian, w/tr - with augmentation through translation,
w/otr- without.

the press of political parties associated with pro-
Kremlin sympathy. This amounted to 963 articles.
As an example of trust-worthy media, we used
VoxCheck’s “white list” including sources such as
ZDF, Der Welt, Frankfurter Allgemeine Zeitung,
and Spiegel (676 altogether). As an augmentation
set, we translated 537 neutral news with BBC and
The Guardian translations from English to German
using translators python API6 and 565 RT.ru and
Ria.news from Russian to German. Together na-
tive news set consists of 1639 texts, while the the
augmented one is 2741.
In Italian, we collected 2229 news from the Propa-
ganda Diary, out of them 922 with attested Russian
Propaganda and 1307 ones from the “white list”
(e.g. Internazionale, La Repubblica, Corriere). We
augmented the ‘propaganda’ class by 304 samples
with translations from Russian to Italian of Sput-
niknews, resulting in 2533 texts.

2.2 Models

The models from our initial study included one mul-
tilingual SVM model trained on morpho-syntactic
features and keywords from the glossary of manip-
ulative terms of Russian propaganda curated by the
National Security and Defence Council of Ukraine
and a fine-tuned multilingual BERT model (Devlin
et al., 2019). We followed a similar scheme for the
German and Italian models. We first trained both

6https://pypi.org/project/translators/
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Support Vector Machine (SVM) and BERT multi-
lingual models for both languages together and aug-
mented the data with translated articles. This ap-
proach only drew a 0.8 weighted F1-score for SVM
and a drastically low 0.51 for the BERT model.
Training models separately increased performance
in each language, except for the Italian SVM model
(0.77 on average, and the highest score was 0.78.).
The result for the German SVM increased to 0.87
in 5-fold cross-validation, and 0.9 on the best seed.
We used the bert-base-german-cased model and
dbmdz pre-trained bert-base-italian-cased model,
both implemented through HuggingFace7 frame-
work. The German model scored 0.94 F1, and 0.99
auroc, with 0.88 mcc, while the Italian one scored
0.90 F1, 0.93 auroc and 0.8 mcc on the best fold,
with averages across the folds being 0.88 F1, 0,96
auroc, 0.77 mcc.
We decided to revise our augmentation policies
and excluded non-native data. Interestingly, results
dropped for both SVM and BERT models in the
case of the Italian language (0.73 F1 on average)
and drastic to 0.72 mcc, 0.94 auroc and 0.86 F1
averaged over 3 folds, although translations in the
training set only accounted for 12% of texts. In con-
trast, while translations were 40% of the augmented
set, the German model’s performance slightly in-
creased without them, with SVM achieving 0.91
F1 best and 0.89 on average and the BERT model
gaining up to 0.036 in mcc and 0.1 in F1 (see Table
1 for training results).

2.3 System description

The interface is a web app, written with Python
Flask framework for the back-end, and HTML,
CSS and JavaScript for the front-end. The
proposed news is fetched from the input window.
The code for the front- and back-end is available
under MIT License in our GitHub8.
First of all, the language is identified using
langid.py (Lui and Baldwin, 2012). If the detected
language is one of the languages we support the
appropriate BERT model (language-specific for
Italian and German and multi-language one for
the rest of the languages) predicts the probability
of propaganda in the text. If the text is longer
than 520 tokens, it is divided into several chunks.
If at least one contains propaganda, the whole
text is classified as such. If the language is not

7https://huggingface.co
8https://github.com/verosol/propaganda_website

Figure 1: The figure illustrates the system’s mock-up.
The elliptical elements are rule-based reasoners while
squared ones are trained models.

Figure 2: The figure illustrates the distribution of the
learnt features according to the stance. The upper red
side shows the features with the highest negative coeffi-
cients for "Pro-Kremlin propaganda" prediction (hence,
more likely in Western, Pro-Ukrainian media), while
the lower blue side shows the coefficients indicative of
"Pro-Kremlin propaganda".
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Figure 3: The figure illustrates statistics on the users
who took part in the survey and used the application.

supported, the news is translated into English
using Traslators API. The program saves both the
verdict, ‘Propaganda’ or ‘No propaganda’, and the
probability of the predicted class. In parallel, the
linguistic feature extraction script, using Spacy9 for
lemmatisation and part-of-speech tagging, analyses
the whole body of the news and passes the feature
and keyword vector to the specific SVM model
(Italian, German or multilingual). If SVM predicts
an opposite class from the BERT model, we deduct
45% probability from the BERT’s probability for
the predicted class, and if the probability becomes
lower than 30%, we change the prediction to the
opposite one. The mock-up can be seen in Figure 1.

For each RBF-kernel SVM model, we also
trained a linear one and looked into the coefficients
of features and keywords and their association with
a particular stance (Figure 2). The top features are
then used as linguistic indicators and are shown
to the user as warnings of potential manipulative,
non-neutral language associated with the stances.
Important keywords are presented separately with
explanations from the Glossary of the National
Security and Defence Council of Ukraine on a
click. Comparing the important features and
keywords, we discovered, that each language
had its patterns of how Pro-Kremlin propaganda
manifested itself, so we crafted indicators for each
language separately. Some indicators, such as
the abundance of negations, clause of purpose
and reporting words, appeared to be universally

9https://spacy.io

indicative of pro-Russian propaganda in all of the
languages we analysed. However, many features
from our previous study, indicative of Pro-Kremlin
propaganda were found more predictive of the
Western stance in the two new languages. For
example, frequent discourse markers, which are
highly indicative of the pro-Kremlin side for other
languages, are not associated with this prediction
in German. The same stands for both German and
Italian in terms of a high amount of quotes and
clauses of time. In contrast, the clause of reason,
highly predictive of a pro-Western stance for most
languages, has the same tendency in Italian, but
the opposite in German.

2.4 User study design

Users were asked to check at least three different
news in the app 10 and fill out an integrated user
questionnaire.
To understand the user profile we asked about the
nationality, the language they searched in, their
political stance, and how many pieces of news
they verified. To quantify their experience, we
asked their opinion about every element of the news
analysis, its usefulness and accuracy, the prefer-
able form (web application, desktop application,
browser extension, chatbot), if they learnt some-
thing about propaganda and if they would continue
using it, as well as the age group they would rec-
ommend this tool to (e.g. elder relatives, peers,
teenagers, etc). From the back-end side, we col-
lected the news the users entered, their own la-
bel (‘propaganda’ or not) and the analysis that the
model provided.
The invitation to the user study was sent to var-
ious platforms on social media: several Italian,
French and Ukrainian Facebook groups, subreddits
r/EuropeanUnion, r/Samplesize, r/takemysurvey,
r/YUROP,r/Ukraine, r/Ukraina; Dou.ua, a website
for Ukrainian developers and IT workers, Insta-
gram stories. The user study contained the consent
form. A system demonstration video11 is available.

3 Results

191 users used the app with 257 unique requests,
and only 29 out of them participated in the survey.
72% of the users in the survey are of Ukrainian
origin, central Europeans (Polish, Bulgarian,
Slovenian, Slovak) account for another 15%, 7%

10https://checknewsin1.click
11https://youtu.be/3dRXF5InGaE
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Figure 4: The figure shows the results of the user study questionnaire.

German, with one American and Spanish user.
Ukrainian was named as the main language only
55% of the time though, while 20% searched news
in English, 13% in German and 10% in Russian.
The full pull of users showed further language
variety: almost 1/3 of all news entered into the
app were actually in English, 1/3 in Russian
and a slightly smaller percentage in Ukrainian.
Apart from 10 entries detected in German, other
languages included French, Spanish, Slovenian
and Mandarin. As for the political views of the
respondents, 41% self-identified as centrists, 24%
as moderate right or left, while only 7% and 3.5%
were left or right respectively (see Figure 3).

3.1 Survey results

As illustrated in Figure 4, the majority of users
(86%) positively received the tool evaluating its
usefulness as four or five on a scale of five, and
only four respondents assessed the use as three and
below. 79% responded that they learned something
new while using the tool. The same per cent liked
the keyword explanations and linguistic indicators,
whereas 72% said that would continue using this
app further. Only 58% of users said that they think
the output of the models was accurate while 34%
could not tell and 2 users either considered the

verdict or the explanation to be wrong. 63% would
recommend the tool to their friends, 17% to older
relatives and only 7̃% to teenagers, while 13% said
they would not recommend it to anyone.
Talking about the potential formats for the tool,
62% chose that browser extension would be the
most preferable form, while mobile application is
also slightly more preferred than the website option
as it is (20% against 17%).

3.2 User and model label comparison

The multilingual BERT model showed an im-
balanced prediction rate for different languages.
The new German model had almost 50/50% posi-
tive/negative prediction rate, similar to the labels
provided by the users. At the same time in Rus-
sian and Ukrainian language the verdict ‘propa-
ganda’ was issued by the model only 8% of the
time, while in English it was 28%. In contrast, the
users labelled almost identical amounts of news as
‘propaganda’ and ‘not propaganda’ in English and
Ukrainian, while in Russian 73% of submissions
were claimed to contain it. Overall, only 21% of
verdicts and user labels coincide in German, 36%
in Russian, almost 50% in English and 52% in
Ukrainian.
Diving deeper into the differences between the pro-
posed and predicted labels, in German, there is an
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Figure 5: The figure illustrates differences in the text
length between the training sub-corpora and the user
inputs.

almost equal percentage of mismatch (41% model:
‘No’, user: ‘Yes’ and 37% model: ‘Yes’, user:
‘No’). In other languages, the model is majorly
predicting ‘no propaganda’. In the case of Russian,
e.g. the model did not predict ‘propaganda’ any sin-
gle time when the user would say otherwise, with
a similar result in Ukrainian (1.5%).

4 Discussion and Conclusion

Two major factors could explain the discrepancies
between the user labels and the BERT predictions:
either the user was wrong or the model, and here
both tendencies seem to be present. As illustrated
by Figure 5, we compared the distribution of the
text lengths of the conventional news (which are
rather large ∼407 tokens), Telegram news (which
are rather short ∼32 tokens) in the training set and
the news offered by the user (∼205). We could see
that the latter distribution with all quartiles falls
perfectly in between the 2 training set constituents.
Generally, the news can be even larger than the ones
in our training set. For instance, the average article
length of The New York Times is 622 words and
516 for The Washington Post (Menendez-Alarcon,
2012).
A brief qualitative analysis shows that while many
inputs are indeed news, they are also majorly Red-
dit comments, tweets, and user-generated words
and sentences. We implemented the opportunity
for the user to provide us with the link and not
only copy-paste a text, which then we scrape using
newspaper library12. Some inserted a link to Elon
Musk’s tweets, and while X cannot be scraped. On
very long entries, the model did not once predict
‘propaganda’ and coincided in this prediction with

12https://newspaper.readthedocs.io

the user. It had at least 15% better matching with
user labels on very short samples, similar to Tele-
gram posts in length, proving that length can indeed
be a reason for some miss-classifications, when the
user was correct. However, the length is only the
surface description of the underlying genre missing
from the training material: the users are not as inter-
ested in conventional news checking, as in flagging
and quick discovery of bots and malicious actors
in social media comments and tweets. A high num-
ber of Ukrainian participants and a high number
of certain responses concerning the tool’s accuracy
also showed that users predominantly were sure of
their ability to recognize propaganda, but were in-
terested in ways of quickly eliminating it from the
informational eco-sphere. The indicators and key-
words provided an important addition to the main
model’s verdict. Not only did the constraints we
introduced on the main model help mitigate strong
language-related biases, but they also appeared to
be more reliable, as they do not mismatch as often
with user annotations. Only in 16% of cases where
there were more pro-Russian propaganda features
found and 8%, where no pro-Western features were
reported at all, would the user consider it a ‘no pro-
paganda’ sample. With the user label being ‘Rus-
sian propaganda’, there was only 12% with more
pro-western than pro-Kremlin indicators identified,
and 7% where no pro-Kremlin associated features
were offered to the user. The strong performance of
the indicators may have had a positive influence on
the overall user evaluation of feedback’s accuracy.
Users also often underestimate their knowledge of
propaganda or are not very attentive when provid-
ing the label. While we received a lot of negative
labels, the linguistic features indicate that most of
the news pieces are not neutral. 37% of the news
which was strongly not neutral were attributed to
the ‘no propaganda’ label by the users. Only 6%
of truly neutral entries were rightfully annotated as
such, and 4% of them were called propaganda.
Overall, the results of the user survey, however
limited in number, are positive. Both accuracy, rec-
ommendation, and interest in continuing to use the
app are majorly high and both keywords and lin-
guistic explanations were appreciated. In the free
form, where we asked the users what they would
like to change, it was even suggested to put more
stress on the explanations and take away the over-
all verdict, showing the percentage of propaganda
present. Apart from minor front-end suggestions,
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such as more visual support and instructions, some
users were indicating that there was news with a
pro-Western stance which were citing the Presi-
dent of Russia, which contained propaganda, and
such cases may have to be dealt with separately.
For the same reasons, the field of fact-checking is
moving from the direct text-to-label classification
towards more fine-grained and multi-featured info-
sphere-based prediction (Grover et al., 2022). The
need to introduce many constraints for the main
model through other models in our study is also a
reflection of this trend. Including the layer user and
human moderators in the research should become
standard practice, as it helps better understand the
needs of the community and tailor future solutions
accordingly.

Ethics Statement

The demographics of our study, although include
different nationalities, are still predominantly from
Ukraine, and young adults (who are the usual users
of the platforms we used to market the study), thus
excluding younger and more senior groups. We
were also not able to attract Romanian and Italian
users, despite targeted marketing in their groups.
It is also important to state that open-source pro-
paganda research also provides malicious actors
with the means to counteract automated tools and
adapt the style so that it is even more difficult to
detect in the future. We still claim that it is even
more crucial to educate the wider public about the
instruments to verify the news they consume.
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Abstract

The statistical analysis of large scale legal cor-
pus can provide valuable legal insights. For
such analysis one needs to (1) select a subset of
the corpus using document retrieval tools, (2)
structure text using information extraction (IE)
systems, and (3) visualize the data for the statis-
tical analysis. Each process demands either spe-
cialized tools or programming skills whereas
no comprehensive unified “no-code” tools have
been available. Here we provide NESTLE, a
no-code tool for large-scale statistical analysis
of legal corpus. Powered by a Large Language
Model (LLM) and the internal custom end-to-
end IE system, NESTLE can extract any type
of information that has not been predefined in
the IE system opening up the possibility of un-
limited customizable statistical analysis of the
corpus without writing a single line of code. We
validate our system on 15 Korean precedent IE
tasks and 3 legal text classification tasks from
LEXGLUE. The comprehensive experiments
reveal NESTLE can achieve GPT-4 comparable
performance by training the internal IE module
with 4 human-labeled, and 192 LLM-labeled
examples.

1 Introduction

Legal documents include a variety of semi-
structured information stemming from diverse so-
cial disputes. For instance, precedents include fac-
tual information (such as blood alcohol level in
a driving under the influence (DUI) case or loss
in an indemnification case) as well as a decision
from the court (fine, imprisonment period, money
claimed by the plaintiff, money approved by the
court, etc). While each document contains detailed
information about specific legal events among a
few individuals, community-level insights can be
derived only by analyzing a substantial collection
of these documents. For instance, the consequence

∗ Equal contribution.
† Corresponding author

Figure 1: Illustration of NESTLE.

of the subtle modification to the statute might only
become evident through a comprehensive statisti-
cal analysis of the related legal corpus. Indeed a
recent study shows that how the revision of the
Road Traffic Act has changed the average impris-
onment period in drunk driving cases by analyzing
24k Korean precedents (Hwang et al., 2022a).

Conducting a comprehensive statistical analysis
on a legal corpus on a large scale may entail fol-
lowing three key steps: (1) choosing a subset of the
corpus using retrieval tools, (2) structuralizing the
documents using information extraction (IE) sys-
tems, and (3) visualizing the data for the statistical
analysis. Each step requires either specialized tools
or programming knowledge, impeding analysis for
the majority of legal practitioners. Particularly dur-
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Figure 2: The workflow of NESTLE

ing text structuration, if the target information is
not predefined in the ontology of the IE system,
one needs to build their own system.

To overcome such limitation, we developed NES-
TLE1, a no-code tool for statistical analysis of legal
corpus. With NESTLE, users can search target docu-
ments, extract information, and visualize statistical
information of the structured data via the chat inter-
face, accompanied by an auxiliary GUI for the fine-
level controls, such as hyperparameter selection,
ontology modification, data labeling, etc. A unique
design choice of NESTLE is the combination of
LLM and an custom end-to-end IE system (Hwang
et al., 2022a) that brings the following merits. First,
NESTLE can handle custom ontology provided by
users thanks to the end-to-end (generative) prop-
erty of the IE module. Second, NESTLE can extract
target information from the corpus with as few as 4
examples powered by the LLM. For given few ex-
amples, LLM builds the training dataset for the IE
module under few-shot setting. Finally, the overall
cost can be reduced by 200 times, and the infer-
ence time can be accelerated by 6 times compared
to IE systems that rely exclusively on LLM, like
ChatGPT, when analyzing 1 million documents.

We validate NESTLE on three legal AI tasks: (1)
4 Korean Legal IE tasks (Hwang et al., 2022a), (2)

1NO-CODE TOOL FOR STATISTICAL ANALYSIS OF LE-
GAL CORPUS

11 new Korean Legal IE tasks derived from LBOX-
OPEN dataset (Hwang et al., 2022b), and (3) 3 En-
glish legal text classification tasks from LEXGLUE
(Chalkidis et al., 2022; Chalkidis, 2023; Tuggener
et al., 2020; Lippi et al., 2018). The comprehen-
sive experiments reveal NESTLE can achieves GPT-
4 comparable performance with just 4 human-
labeled, and 192 LLM-labeled examples. In sum-
mary, our contributions are as below.

• We develop NESTLE, a no-code tool that can
assist users to perform large scale statistical
analysis of legal corpus from a few (4–8)
given examples.

• We extensively validate NESTLE on 15 Ko-
rean precedent IE tasks and 3 English legal
text classification while focusing on three real-
world metrics: accuracy, cost, and time2.

• We show NESTLE can achieve GPT-4 compa-
rable accuracy but with 200 times lower cost
and in six times faster inference compared
to IE systems that solely rely on commercial
LLM like ChatGPT for analyzing 1 million
documents.

2The demo is available from http://nestle-demo.lbox.
kr. The part of the datasets (including 550 manually curated
test set for few-shot IE tasks) will be available from https:
//github.com/lbox-kr/nestle
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2 Related Works

Large Language Model as an Agent With rapid
popularization of LLM (OpenAI, 2023; Touvron
et al., 2023a,b; Anil et al., 2023; Anthropic, 2023;
Taori et al., 2023; Zheng et al., 2023), many re-
cent studies examine the capability of LLM as an
agent that can utilize external tools (Liang et al.,
2023; Li et al., 2023; Liu et al., 2023; Wang et al.,
2023; Song et al., 2023; Zhuang et al., 2023; Tang
et al., 2023; Patil et al., 2023; Qin et al., 2023;
Viswanathan et al., 2023). There are few studies fo-
cusing on the capability of LLM as a data analysis
agent. Zhang et al. develop Data-Copilot that can
help users to interact with various data sources via
chat interface. Ma et al. examines the capability of
GPT-3 (CODEX, code-davinci-002) as few-shot
information extractor on eight NER and relation ex-
traction tasks and propose using LLM to rerank out-
puts from small language models. Ding et al. evalu-
ate the capability of GPT-3 as a data annotators on
SST2 text classification task and CrossNER tasks
reporting that GPT-3 shows good performance on
SST2. He et al. propose ‘explain-then-annotate’
framework to enhance LLM’s annotation capabil-
ity. Under their approach, GPT-3.5 achieves either
super-human or human-comparable scores on three
binary classification tasks.

Our work is different from these previous works
in that we focus on building a no-code tool for “sta-
tistical analysis” of “corpus” where efficient, accu-
rate, yet customizable methods of structuralization
of large-scale documents are necessary. Our work
is also different in that we focus on information ex-
traction tasks from legal texts. Finally, rather than
performing all IE via LLM, we focus on hybridiza-
tion between commercial LLM and open-sourced
small language model (SLM) by distilling knowl-
edge of LLM to SLM. In this way, the API cost
of using LLM does not increase linearly with the
size of corpus enabling NESTLE to be applied to
industrial scale corpus.

Viswanathan et al. recently proposes
Prompt2Model allowing users to construct
an NLP system by providing a few examples.
Compared to Prompt2Model, NESTLE is spe-
cialized in large-scale IE task in legal domain
and provides additional features like chat-based
statistical analysis and GUI for fine-level control.
Also NESTLE is rigorously validated on a variety
of legal IE tasks.

Information Extraction from Legal Texts Pre-
vious studies build IE systems for legal texts using
tagging-based methods (Cardellino et al., 2017;
Mistica et al., 2020; Hendrycks et al., 2021; Haber-
nal et al., 2022; Chen et al., 2020; Pham et al., 2021;
Hong et al., 2021; Yao et al., 2022) or generative
methods (Pires et al., 2022; Hwang et al., 2022a).

Our system is similar to (Hwang et al., 2022a) in
that we use an end-to-end IE system and focus on
statistical analysis of legal information. However
our work is unique in that we present a no-code tool
and explore hybridization of commercial LLM and
open-sourced SLM to expand the scope of analysis
to a large-scale corpus while focusing on three real-
world metrics: accuracy, time, and cost.

3 System

NESTLE consists of three major modules: a search
engine for document retrieval, a custom end-to-end
IE systems, and LLM to provide chat interface and
label data. Through conversations with the LLM,
users can search, retrieve, and label data from the
corpus. After labeling a few retrieved documents,
users can structure entire corpus using the IE mod-
ule. After that, users can conduct statistical analysis
through the chat interface using the LLM. Inter-
nally, user queries are converted into executable
logical forms to call corresponding tools via the
“function calling” capability of ChatGPT. The over-
all workflow is depicted in Fig. 2.

Search Engine The search engine selects a por-
tion of the corpus for statistical analysis from given
user queries. Utilizing LLM like ChatGPT, we first
extract potential keywords or sentences from user
queries, then forward them to the search engine for
further refinement and selection. Elasticsearch is
used for handling large volumes of data efficiently.

IE Module To structure documents, users first
generate a small set of seed examples via either a
chat interface or GUI for fine-level control. Then
LLM employs these seed examples to label other
documents via few-shot learning. The following
prompt is used for the labeling

You are a helpful assistant for IE tasks. After reading

the following text, extract information about FIELD-1, FIELD-2,

..., FIELD-n in the following JSON format. ’FIELD-1: [value1,

value2, ...], FIELD-2: [value1, value2, ...], ..., FIELD-n:

[value1, value2, ...]’.

TASK DESCRIPTION
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Table 1: Performance of various models on KORPREC-IE task showing the F1 scores for individual fields: BAC
(blood alcohol level), Dist (travel distance), Vehicle (vehicle type), Rec (previous drunk driving record), Loss,
Loss-A (aiding and abetting losses), Fine (fine amount), Imp (imprisonment type and period), Susp (execution
suspension period), Educ (education period), Comm (community service period). The average scores (AVG) are
calculated excluding DRUNK DRIVING task, as all models achieve high scores on it. Scores are based on test sets,
each containing 100 examples per task.

Name LLM
module

IE module
backbone

size

# of
training

examples

# of
LLM-labeled

examples
AVG DRUNK DRIVING EMBZ FRAUD RULING-CRIMINAL

(per task) (per task) F1 BAC Dist Rec Loss Loss Loss-A Fine Imp Susp Educ Comm

mt5-smalla - 0.3B 50 - 58.0 95.8 93.0 90.1 72.2 42.9 0 79.4 89.4 85.7 60.4 34.1
mt5-largea - 1.2B 50 - 63.9 98.0 96.4 93.6 87.5 64.8 0 84.7 82.1 96.7 68.1 27.0

NESTLE-S0 ChatGPT 0.3B 4b 92 62.2 98.0 95.3 93.0 70.1 52.2 0.0 71.2 96.5 93.6 76.7 37.5
NESTLE-S ChatGPT 0.3B 4 192 64.7 98.0 95.3 89.8 77.3 56.5 0.0 77.4 96.5 98.9 57.1 54.2

NESTLE-L0 ChatGPT 1.2B 4 92 71.8 97.4 94.7 93.0 84.9 65.3 0.0 86.7 97.9 98.9 82.4 57.9
NESTLE-L ChatGPT 1.2B 4 192 77.3 98.0 95.3 91.7 87.0 68.0 11.8 88.9 97.9 97.8 94.5 72.7
NESTLE-L+ GPT-4 1.2B 4 192 83.6 - - - 90.5 71.2 38.1 89.2 95.8 98.9 96.4 88.9
NESTLE-XXL+ GPT-4 12.9B 4 192 80.4 - - - 92.5 72.6 28.6 92.3 96.6 96.8 88.9 75.0

ChatGPT - - 4 - 79.6 99.0 95.3 95.2 87.5 75.2 34.8 87.1 97.8 96.5 94.7 63.4
ChatGPT + aux. inst. - - 4 - - - - - - 75.6 41.7 88.5 98.6 98.8 96.4 72.7
GPT-4 - - 4 - 88.7 98.5 97.8 92.1 93.5 82.3 59.3 93.9 97.1 98.9 92.6 92.3

ISLAa - 1.2B –1,000 - 90.3 99.5 97.4 99.0 91.7 80.3 69.6 95.5 95.7 98.9 98.2 92.3

a: From (Hwang et al., 2022a).
b: 8 examples are used in RULING-CRIMINAL task.

INPUT TEXT 1, PARSE 1

INPUT TEXT 2, PARSE 2

...

INPUT TEXT n, PARSE n

INPUT TEXT 3

The generated examples are used to train the IE
model. We use open-sourced language model mul-
tilingual T5 (mt5) (Xue et al., 2021) as a backbone.
mt5 is selected as (1) it provides checkpoints of
various scale up to 13B, and (2) previous studies
show Transformers with encoder-decoder architec-
ture perform better than decoder-only models in
IE tasks (Hwang et al., 2022a,b). The model has
also demonstrated effectiveness in distilling knowl-
edge from LLM for QA tasks (Li et al., 2022). The
trained model is used to parse remaining documents
retrieved from previous step.

4 Demo

In this section, we provide the explanation for
our demo. The video is also available at https:
//youtu.be/twkpjYJrvI8

Labeling Interface Users can upload their data
(unstructured corpus) using an upload button. Alth-
ernatively, they can test the system with examples
prepared from 7 legal domains by selecting them
through the chat interface. Each dataset comes with
approximately 1500 documents and 20 manually

3The original prompt is written in Korean but shown in
English for the clarity.

labeled examples. After loading the dataset, users
can view and perform manual labeling on docu-
ments using the dropdown menu where the values
of individual fields (such as blood alcohol level,
fine amount, etc.) can be labeled or the new fields
can be introduced. The changes are automatically
saved to the database.

IE Module Interface Users can select options
such as model size, number of training epochs, and
number of training examples within the IE Mod-
ule Interface. The training of IE module typically
takes from 40 minutes to an hour, depending on
the parameters above. The data is automatically
augmented by LLM when the number of manually
labeled examples is less than the specified number
of training examples above.

Statistical Analysis Interface Using the chat in-
terface from the second tab of our demo, users can
perform various statistical analyses such as data
visualization and calculation of various statistics.
Users can also retrieve a target document upon re-
quest.

5 Experiments

All experiments are performed on NVIDIA A6000
GPU except the experiments with mt5-xxl where
eight A100 GPUs are used. The IE module of NES-
TLE is fine-tuned with batch size 12 with learning
rate 4e-4 using AdamW optimizer. Under this con-
dition, the training sometimes becomes unstable. In
this case, we decrease the learning rate to 3e-4. The
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high learning rate is purposely chosen for the fast
training. The training are stopped after 60 epochs
(NESTLE-S), or after 80 epochs (NESTLE-L, NES-
TLE-L+). In case of NESTLE-XXL, the learning
rate is set to 2e-4 and the model is trained for 20
epochs with batch size 8 using deepspeed stage
3 offload (Ren et al., 2021). For efficient training,
LoRA is employed in all experiments (Hu et al.,
2022) using PEFT library from Hugging face (Man-
grulkar et al., 2022). In all evaluations, the check-
point from the last epoch is used.

For the data labeling, we use ChatGPT ver-
sion gpt-3.5-turbo-16k-0613 and GPT-4 ver-
sion gpt-4-0613. In all other operations with
LLM, we use the same version of ChatGPT
except during normalization of numeric strings
such as imprisonment period and fines where
gpt-3.5-turbo-0613 is used. We set temperature
0 to minimize the randomness as IE tasks do not
require versatile outputs. The default values are
used for the other hyperparameters. During the few
shot learning, we feed LLM with the examples half
of which include all fields defined in the ontology
while the remaining half are selected randomly.

6 Results

We validate NESTLE on 15 Korean precedent IE
tasks and 3 English legal text classification tasks.

15 Korean precedent IE tasks are further divided
into two categories: KORPREC-IE which consists
of 4 tasks from criminal cases previously stud-
ied in (Hwang et al., 2022a) and LBOXOPEN-IE,
which is generated from LBOXOPEN (Hwang et al.,
2022b) using the factual descriptions from 7 crim-
inal cases and 4 civil cases. In all tasks, a model
needs to extract a legally important information
from factual description or ruling of cases such as
blood alcohol level, fraud loss, fine, and impris-
onment period, the duration of required hospital
treatment for injuries, etc.

Three classification tasks are EURLEX,
LEDGAR, and UNFAIR-ToS from LEXGLUE
(Chalkidis et al., 2022; Tuggener et al., 2020;
Lippi et al., 2018). EURLEX dataset consists of
a pair of European Union legislation (input) and
corresponding legal concepts (output) from the
EuroVoc Thesaurus. In LEDGAR task, a model
needs to classify the paragraphs from contracts
originated from US Securities and Exchange
Commission fillings. Similarly, UNFAIR-ToS is
a task of predicting 8 types of unfair contractual

a

b c

Figure 3: Trade-off analysis on FRAUD task focuses on
three real-world metrics: (a) accuracy, (b) cost, and (c)
time.

terms for given individual sentences from 50 Terms
of Service. These 3 classification tasks are used to
demonstrate NESTLE on common (English) legal
AI benchmark and also to show NESTLE can be
applied to general AI tasks that can be represented
in text-to-text format (Raffel et al., 2020).

NESTLE shows competent performance with
only four examples We first validate NES-
TLE on KORPREC-IE that consists of four tasks:
DRUNK DRIVING, EMBEZZLEMENT, FRAUD, and
RULING-CRIMINAL. With four seed examples and
92 LLM-labeled examples, we train mt5-small
(Xue et al., 2021). The result shows that our method
already achieves + 4.2 F1 on average compared to
the case trained with 50 manually labeled examples
(Table 1, 1st vs 3rd rows, 5th column).

NESTLE can achieve GPT-4 comparable per-
formance To enhance the accuracy of NESTLE,
we scale both the quantity of labeled examples by
LLM and the size of the backbone of NESTLE’s
end-to-end IE module. With a greater quantity of
LLM-labeled examples (from 92 to 192), NESTLE

achieves +2.5 F1 on average (3rd vs 4th rows)
while the labeling time increases (for example,
from 2.4 minutes to 10.6 minutes in FRAUD task).
With a larger backbone (from mt5-small (0.3B) to
mt5-large (1.2B)), NESTLE’s shows +9.6 F1 (3rd
vs 5th rows). With both, NESTLE shows +15.1 F1

(3rd vs 6th rows). However, both the labeling time
and the training time increase (for example, from
15 minutes to 170 minutes in FRAUD task).

If the accuracy of teacher model (ChatGPT) is
low, the performance of student (mt5) may be
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Table 2: Performance of GPT-4 and NESTLE-L on the seven criminal IE tasks from LBOXOPEN-IE. F1 scores are
shown: nRec (the number of identical criminal records), nRec-A (the number of criminal records), Waiver (the
victim’s intent to waive punishment), Injury (the extent of injuries), and Gender (the victim’s gender).

Name AVG Indecent Act.1 Obstruction2 Traffic injuries 3 Drunk driving 4 Fraud 5 Injuries 6 Violence 7

F1 nRec nRec-A Waiver nRec nRec-A nRec nRec-A Waiver Injury nRec nRec-A BAC Dist Loss Injury Gender nRec nRec-A Gender

GPT-4 81.1 88.2 85.7 83.1 78.7 82.6 55.6 66.7 68.4 96.0 88.2 88.2 100 99.0 94.9 94.1 81.6 47.1 61.3 81.6

NESTLE-L 78.1 88.9 76.5 52.9 71.8 57.1 73.4 78.0 71.9 95.8 71.8 64.9 100 96.9 81.0 96.9 75.0 64.9 71.8 93.6

1: Indecent act by compulsion (강제추행), 2: Obstruction of performance of official duties (공무집행방해), 3: Bodily injuries from traffic accident
(교통사고처리특례법위반(치상), 4: Drunk driving (도로교통법위반(음주운전)), 5: Fraud (사기), 6: Inflicting bodily injuries (상해), 7: Violence (폭행)

Table 3: Performance of GPT-4 and NESTLE-L on the
four civil IE tasks from LBOXOPEN-IE. F1 scores for
individual fields are shown: Dom (the event domain such
as real estate, fire incident, etc), Ctr (the type of con-
tract), Exp (the amount of money that plaintiffs spent),
Loan (the sum of money borrowed by the defendant),
and Relat (the relation between plaintiff and defendant).

Name AVG Indem1 Loan2 UFP3 LFD4

F1 Dom Ctr Exp Loan Relat Dom Ctr Relat Dom Ctr Relat

GPT-4 83.1 97.0 90.4 95.8 73.2 93.3 93.9 64.9 59.4 92.8 73.9 79.1

NESTLE-L 71.5 73.4 63.9 82.9 59.2 30.5 82.4 78.0 83.7 87.4 64.4 81.0

1: Price of indemnification (구상금), 2: Loan (대여금), 3: Unfair profits (부당
이득금), 4: Lawsuit for damages (손해배상(기))

bounded by it. To check the upper bound of the
achievable accuracies, we measure the few-shot
performance of ChatGPT. NESTLE-L and ChatGPT
shows only 2.3 F1 difference on average (6th vs
9th rows, 5th column) indicating the student mod-
els may approach the upper bound. To improve
NESTLE further, we replace ChatGPT with GPT-
4. Although the labeling time and cost increase
roughly by 10 times, the average scores increase
by +6.3 F1 (Table 1 6th vs 7th rows). Notably, this
score is higher than ChatGPT by +4.0 F1 (7th vs
9th rows).

Next we attempt to scale the backbone of the
IE module from mt5-large to mt5-xxl (12.9B).
Note that unlike commercial LLMs, the IE mod-
ule can be trained on multiple GPUs for efficient
training and indeed the total training time de-
creases by 70 minutes even compared to a smaller
model (NESTLE-L) by changing GPU from a sin-
gle A6000 GPU to eight A100 GPUs. However, we
could not observe noticeable improvement in F1.

NESTLE can be generalized to other datasets
Although we have validated NESTLE on
KORPREC-IE, the dataset mainly consists of
numeric fields from criminal cases. For further
validation, we build LBOXOPEN-IE from LBOX-
OPEN (Hwang et al., 2022b). LBOXOPEN-IE
consists of 7 tasks from criminal cases (Table 2)
and 4 tasks from civil cases (Table 3). Compared

Table 4: F1 scores of ChatGPT and NESTLE-L on EU-
RLEX, LEDGAR, and UNFAIR-ToS from LEXGLUE
were evaluated using 1,000 random samples from their
original test sets, following (Chalkidis, 2023). The num-
ber of manually labeled examples (ntrain) and the num-
ber of LLM-labeled examples (nLLM) are shown in the
2nd and 3rd columns respectively..

Name ntrain nLLM EURLEX LEDGAR UNFAIR-ToS
µ-F1 m-F1 µ-F1 m-F1 µ-F1 m-F1

ChatGPTa 8 - 24.8 13.2 62.1 51.1 64.7 32.5
ChatGPTb 32 - 33.0 18.3 68.3 55.6 88.3 57.2
NESTLE-L 32 192 34.1 16.7 58.8 41.5 91.5 51.4

a: gpt-3.5-turbo-0301. From (Chalkidis, 2023).
b: gpt-3.5-turbo-16k-0613.

to KORPREC-IE, the target fields are more diverse
including non-numeric fields such as a contract
type, plaintiff and defendant relation, victims’
opinion, incident domain, etc as well as numeric
fields such as the extent of injury, number of
previous criminal records, loan, and more.

We use NESTLE-L and measure the performance
on manually curated 550 examples (50 for each
task). NESTLE-L achieves a GPT-4 comparable
performance in 7 criminal tasks (Table 2, 78.1 vs
81.1) and lower performance in 4 civil tasks (Table
3, 71.5 vs 83.1). This implies NESTLE can be used
to glimpse the statistical trend of specific informa-
tion included in a corpus, but some care must be
taken as their accuracies range between ∼70 and
∼90. To overcome this limitation, NESTLE also
offers a GUI for rectifying the LLM-augmented ex-
amples and collecting more examples manually. In
general, higher accuracy can be achieved by utiliz-
ing a specialized backbone in the IE module for the
target tasks, alongside a more robust LLM, which
is a direction for our future work.

Finally, the further validation on three English le-
gal text classification tasks from LEXGLUE shows
NESTLE-L can achieve ChatGPT comparable per-
formance (Table 4, 2nd vs 3rd rows).
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7 Analysis

We have shown that NESTLE can extract informa-
tion with accuracies comparable to GPT-4 on many
tasks. In this section, we extend our comparison
of NESTLE to commercial LLMs focusing on two
additional real-world metrics: cost and time. As a
case study, we select FRAUD task from KORPREC-
IE where all models struggled (Table 1, 11th and
12th columns, Fig. 3a). We calculate the overall
cost by summing up (1) manual labeling cost, (2)
API cost, and (3) training and inference cost. The
manual labeling cost is estimated from the cost of
maintaining our own labeling platform (the cost
of employing part-time annotators is considered).
The API cost is calculated by counting input and
output tokens and using the pricing table from Ope-
nAI. The training and inference cost is calculated
by converting the training and inference time to
dollars based on Lambdalabs GPU cloud pricing.
Note that the API cost increases linearly with the
size of the corpus when using commercial LLM.
On the other hand, in NESTLE, only the inference
cost increases linearly with the size of the corpus.
The results show that, for 10k documents, the over-
all cost of NESTLE-L is only 4% of ChatGPT and
0.4% of GPT-4 (Fig. 3b). For 1 million documents,
the overall cost of NESTLE-L is 0.5% of ChatGPT
and 0.05% of GPT-4 (Fig. 3b). This highlights the
efficiency of NESTLE. Similarly, the estimation
of overall inference time for 1 million documents
reveals NESTLE-L takes 83% or 99% less time
compared to ChatGPT or GPT-4 respectively4.

8 Conclusion

We develop NESTLE, a no-code tool for statisti-
cal analysis of legal corpus. To find target corpus,
structure them, and visualize the structured data, we
combine a search engine, a custom end-to-end IE
module, and LLM. Powered by LLM and the end-
to-end IE module, NESTLE enables unrestricted
personalized statistical analysis of the corpus. We
extensively validate NESTLE on 15 Korean prece-
dent IE tasks and 3 English legal text classification
tasks while focusing on three real-world metrics:
accuracy, time, and cost. Finally, we want to em-
phasize that although NESTLE is specialized for
legal IE tasks, the tool can be easily generalized
to various NLP tasks that can be represented in a
text-to-text format.

4The further detailed comparison is available from https:
//github.com/lbox-kr/nestle

9 Ethical Considerations

The application of legal AI in the real world must
be approached cautiously. Even the arguably most
powerful LLM, GPT-4, still exhibits hallucinations
(OpenAI, 2023) and its performance in the real
world legal tasks is still limited (Shui et al., 2023;
Zhong et al., 2023; Martinez, 2023). This may
imply that AI systems offering legal conclusions
should undergo thorough evaluation prior to be-
ing made accessible to individuals lacking legal
expertise.

NESTLE is not designed to offer legal advice
to general users; instead, it aims to assist legal
practitioners by providing statistical data extracted
from legal documents. Furthermore, to demonstrate
the extent to which NESTLE can be reliably used
for analysis, we conducted extensive validation on
15 IE tasks. While NESTLE shows generally high
accuracy, our experiments reveal that NESTLE is
not infallible, indicating that the resulting statistics
should be interpreted with caution.

All the documents used in this study consist of
Korean precedents that are redacted by the Korean
government following the official protocol (Hwang
et al., 2022b).
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Abstract

We have deployed an LLM-based spoken dia-
logue system in a real hospital. The ARI so-
cial robot embodies our system, which patients
and their companions can have multi-party con-
versations with together. In order to enable
this multi-party ability, multimodality is crit-
ical. Our system, therefore, receives speech
and video as input, and generates both speech
and gestures (arm, head, and eye movements).
In this paper, we describe our complex setting
and the architecture of our dialogue system.
Each component is detailed, and a video of
the full system is available with the appropri-
ate components highlighted in real-time. Our
system decides when it should take its turn, gen-
erates human-like clarification requests when
the patient pauses mid-utterance, answers in-
domain questions (grounding to the in-prompt
knowledge), and responds appropriately to out-
of-domain requests (like generating jokes or
quizzes). This latter feature is particularly re-
markable as real patients often utter unexpected
sentences that could not be handled previously.

1 Introduction

Both commercial and research spoken dialogue
systems (SDSs), conversational agents, and social
robots have been designed with a focus on dyadic
interactions. That is, a two-party conversation be-
tween one individual user and a single system/robot.
These are only guaranteed in specific settings, like
people interacting with Siri on their own phone,
or with Amazon Alexa in single-occupant homes.
When Alexa is in a family home, their lack of multi-
party capabilities are apparent (Porcheron et al.,
2018), but this becomes a critical limitation when
deploying social robots in public spaces. Families
visit museums and libraries, groups of friends roam
shopping malls and bars, and couples travel through
airports and support each other at hospital appoint-
ments. Social robots are being deployed and tested
in all of these settings (Al Moubayed et al., 2012;

Figure 1: Hospital memory clinic visitors using our SDS
on the ARI social robot (Cooper et al., 2020).

Keizer et al., 2014; Furhat Robotics, 2015; Foster
et al., 2019; Vlachos et al., 2020; Gunson et al.,
2022), in which multi-party conversations (MPCs),
involving people talking to both the robot and each
other, do commonly occur (see Figure 1).

Tasks that are typically trivial in the dyadic set-
ting become considerably more complex when con-
versing with multiple users (Traum, 2004; Gu et al.,
2022b): (1) The speaker is no longer simply the
other person, so the meaning of the dialogue de-
pends on recognising who said each utterance (see
(A) in Table 1); (2) addressee recognition is sim-
ilarly more complicated (see Sec 3.2) as people
address each other, the robot, and groups; and (3)
response generation depends on who said what to
whom, relying on the semantic content and sur-
rounding multi-party context. To make things even
more difficult, MPCs provide additional unique
challenges that are underexplored. Dyadic SDSs
must identify and answer the user’s goals to be
practically useful. In MPCs, users can provide an-
other person’s goal (see (B) in Table 1), answer

62



Example User Utterance Note of Interest

(A) U1 I think it is London If turn 2 was U2, it would be agreement,
so speaker recognition changes meaning.U1 Yeah... London

(B) U1 My husband needs the bathroom Providing other user’s goal.

(C) U1 What time is my appointment? U2 answers U1’s question, but addressee
was ambiguous without gaze info.U2 It’s at 10am

(D) U1 We are hungry Shared goal indicated by ‘we’, and robot
can point to the ‘left’. Fasting is in red as

it is a world-knowledge hallucination.ARI The café is through the door on your left,
but you should fast before your visit.

(E)

U1 Name a song by... This is an OOD question that could not
be answered without the LLM-based
SDS. The partial utterance is handled

naturally which improves accessibility.

ARI By who?
U1 Queen

ARI Bohemian Rhapsody

Table 1: Utterances and interactions that illustrate behaviours of interest to this paper (referred to where appropriate).
Examples B & C from MPCs with hospital memory clinic patients, their companions, and our SDS on the ARI
robot. Example A: (Schauer et al., 2023). Examples D & E: (Addlesee, 2024).

each other’s goals (see (C) in Table 1), and even
share goals (see (D) in Table 1, (Eshghi and Healey,
2016)). We therefore established multi-party goal-
tracking in previous work (Addlesee et al., 2023d).

Both dyadic and multi-party human conversa-
tions are subtly guided and supported by visual
cues (Goodwin, 1981; Bavelas and Gerwing, 2011;
Addlesee et al., 2019). Screwing-up of the face,
brow furrows, looking up, nodding, smiling, eye-
contact, etc... though crucial, are lost completely
by current commercial SDSs. Due to the added
complexity of MPCs, visual cues are even more
crucial (Moujahid et al., 2022). For example, It
is ambiguous who U1 is addressing in Example
(C) in Table 1 because gaze behaviour is essential
(Auer, 2018), yet missing.

In this paper, we present our multi-party mul-
timodal SDS embodied by the ARI social robot
(Cooper et al., 2020) that is currently deployed
in a hospital, and interacts with memory clinic
patients and their companions. It can give direc-
tions, provide light entertainment (like quizzes and
jokes), and inform people about bus times, the cafe
menu, and more. Large language models (LLMs)
have revolutionised our field, they are excellent at
language understanding, and this includes MPCs
(Hu et al., 2019; Gu et al., 2021, 2022a; Zhong
et al., 2022) as their pre-training includes scripts
and meeting transcripts containing multiple people.
They also hold a wealth of general knowledge, en-
abling abilities like question answering (QA), joke
telling, and playing quizzes. Our SDS is therefore
LLM-based to provide a state-of-the-art experience
for hospital patients. We first describe our setting,
and then detail each module of our system’s archi-
tecture in Figure 2. A demo video of this system is

available on YouTube1.

2 The Hospital Setting

Dementia diagnosis is a stressful process. Patients
typically spend entire days at the hospital with
a friend or family member for support. The hours
are filled with multiple appointments, but a large
portion of the day is also spent waiting anxiously
for test results or the next appointment. Our goal
is to provide a system that is both practically use-
ful, but also entertaining, to provide participants
with some light distraction from their otherwise
stressful day. The research staff at the hospital are
our collaborators on the SPRING project, and they
run the experiments with volunteer patients, their
companions, and the ARI robot (see Figure 1).

The EU’s H2020 SPRING project aims to ex-
plore “how to create robots able to move, see, hear
and communicate with several actors, in complex
and unstructured populated spaces”2. We are one
of eight project partners, and our focus is the SDS.
Other partners work on collision prevention during
navigation, route planning, ego-noise suppression,
gaze tracking, running live experiments with pa-
tients in the hospital, and more.

3 Dialogue System

Our system presented in this paper has been itera-
tively improved through regular user tests and in-
terviews with patients visiting the hospital memory
clinic. The initial system (Gunson et al., 2022) was
developed before the recent LLM advance, relying
on a ‘traditional’ modular architecture based upon

1https://www.youtube.com/watch?v=xMCpcsLhN_I
2https://spring-h2020.eu/
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Figure 2: The architecture of our multi-party multimodal dialogue system deployed on the ARI robot.

Alana V2 (Papaioannou et al., 2017; Curry et al.,
2018). As patients were usually accompanied by
a companion, the lack of multi-party capabilities
proved problematic. It interrupted users as it re-
sponded to every turn, not allowing them to talk to
each other at any point. We therefore designed and
ran a multi-party data collection in a wizard-of-oz
setup (Addlesee et al., 2023c,d), and have used this
data to motivate and evaluate the system we present
here. Not only is this new system multi-party and
multimodal, it improves QA accuracy, improves
accessibility to people with dementia (Addlesee,
2024), and enables added functionality. Where pre-
viously, we had to specifically design the system to
tell jokes and run entertaining quizzes (Addlesee
et al., 2023a; Schauer et al., 2023), LLMs can now
handle this inherently due to their world knowl-
edge. Most importantly, both users and the hospital
staff have reported that the user experience has im-
proved drastically. In this section, we detail each
system component illustrated in Figure 2.

3.1 Robot Platform

Our system is deployed on the ARI humanoid robot,
designed for use as a socially assistive companion
(Cooper et al., 2020). ARI is 1.65m tall, has a mo-
bile base, a touch-screen on the torso, movable
arms to gesture, and a head with LCD eyes that
enable gaze behaviour. A photo of ARI can be
seen in Figure 1 and component (A) in Figure 2.
It is equipped with a ReSpeaker Mic v2.0 array3,
an RGB camera (in the head), and a 180º fish-eye

3https://wiki.seeedstudio.com/ReSpeaker_Mic_
Array_v2.0

camera (in the chest) allowing us to capture and
record the audio and video of the whole interaction
from the robot’s perspective. The robot verbalises
given responses using Acapela Text-To-Speech4.

3.2 Detecting the User’s Addressee
Dyadic SDSs reply to every user turn. As discussed
in Section 1, people talk to both the robot and each
other in MPCs. If the robot replied to U1 in Ex-
ample (C), Table 1, then it would have interrupted
U2. The addressee of U1’s turn is ambiguous given
the text alone. Alternatively, if the user said “Do
you want to sit down?”, it would be clear that ARI
is not being addressed from just the text. In or-
der to measure how effective gaze information is
to determine the addressee in our specific setting,
we annotated real MPCs collected in the hospital.
We have video recordings of the interactions with
the robot’s cameras and an external camera. Using
both the video and audio, the gold addressee of
each turn was annotated along with whether the
user was looking at ARI or not.

Using the Vicuna-13b-v1.5 LLM (Chiang et al.,
2023), we created two addressee detectors. In one
case, we prompted it with the dialogue history and
current user’s turn. In the second case, we added
whether the user is looking at ARI or not. Both
prompts asked the LLM whether the user “is cur-
rently addressing the other person or the robot”5.

Addressee detection accuracy increased from
53.35% to 85.40% when given the gaze informa-
tion. Reducing interruption of the user is a huge

4https://www.acapela-group.com/
5All the exact prompts can be found on GitHub https:

//github.com/AddleseeHQ/mp-llm-demo-prompts.
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improvement, but we do not want the robot to start
ignoring people entirely. That is, we do not want
the patient to address the robot and get no response.
It is therefore critical to maximise recall, which
increased from 31.33% to 91.00% when provided
gaze information. A gaze detection model (Tonini
et al., 2023) is used to get information on when
a speaker is looking at ARI, and this is fed into
component (B) in Figure 2.

3.3 Generating Clarification Requests

In a hospital’s memory clinic, voice accessibility
is critical (Addlesee, 2023), and people with de-
mentia pause more frequently and for longer dura-
tions mid-sentence due to word-finding problems
(Boschi et al., 2017; Slegers et al., 2018). These
pauses are mistaken as end of turn by the ASR, re-
sulting in the user being interrupted with nonsense
or a generic response like “I’m sorry, I didn’t un-
derstand that”. The user is forced to repeat their
entire turn again, a frustrating and unnatural in-
teraction (Nakano et al., 2007; Jiang et al., 2013;
Panfili et al., 2021).

Accessibility settings, in Siri for example (Apple,
2022), allow users to modify how long the ASR
waits until it decides that a sentence is complete.
This is a wonderful temporary solution for people
with more progressed cognitive impairment, but it
is not naturally interactive, as the user would then
have to wait for long durations between every turn.
Producing incremental clarification requests (iCRs)
is, therefore, important for building naturally inter-
active SDSs (Chiyah-Garcia et al., 2023).

3.3.1 CR Corpus and Taxonomy
Corpora of interrupted sentences paired with their
meaning representations were recently released
(Addlesee and Damonte, 2023a,b), finding that in-
terrupted sentence recovery pipelines reliant on
CRs were best at recovering the intended meaning
of the question. They did not focus on generat-
ing natural, human-like iCRs in response to partial
sentences. Using a subset of their SLUICE corpus
(Addlesee and Damonte, 2023a), we elicited 12
CRs from annotators for 250 interrupted questions.
This new corpus SLUICE-CR, therefore, contains
a total of 3,000 human CRs (Addlesee, 2024).

All CRs within SLUICE-CR are intended to
elicit how the interlocutor would have gone on
to complete their turn. Example (E) in Table 1 il-
lustrates this. Each CR in the corpus is classified
into one of four distinct categories. First, there are

Table 2: Clarification request generation results. SMA:
Sluice Match Accuracy. SentCR: Sentential CR. RCR:
Reprise CR. SCR: Sluice CR. Prompt styles = Basic,
Annotation, and Reasoning.

Model Prompt SMA SentCR RCR SCR
Human - - 3.8 39.6 35.2

GPT-4
B 11.7 91.2 0.0 0.0
A 98.4 6.8 1.2 79.6
R 97.6 0.8 1.2 86.0

Llama-2
13b-chat

B 3.3 91.6 0.4 0.0
A 0.0 100 0.0 0.0
R 2.0 99.2 0.0 0.0

Llama-2
70b-chat

B 2.6 99.6 0.0 0.0
A 91.6 69.2 7.6 8.4
R 86.0 51.6 20.0 12.0

Vicuna
13b-v1.5

B 11.7 98.4 0.0 0.0
A 83.9 73.2 0.0 20.4
R 87.0 66.4 2.4 20.0

sentential CRs (SentCRs), and these stand on their
own as full sentences (e.g. “Who wrote what?”).
We can see in Table 2 that humans rarely generated
these, but LLMs that were not exposed to SLUICE-
CR (the basic prompt) relied predominantly on
SentCRs. All other CRs in the corpus are iCRs,
fragments that are constructed as a continuation or
completion of the truncated turn. iCRs are classi-
fied further. Reprise CRs (RCRs) simply retrace
some of the words from the end of the truncated
turn to localise the point of interruption (Howes
et al., 2012), for example, responding “zipcode of?”
in response to “What is the zipcode of...”. Sluice
CRs (SCRs) are similar to RCRs, but they end in
a wh-word (who, what, where, etc...). For example,
“zipcode of who?” or Example (E) in Table 1.

3.3.2 CR Results
With that taxonomy in mind, we evaluated LLMs
using SLUICE-CR (Addlesee, 2024). The results
relevant to the hospital deployment can be found
in Table 2. The ‘basic’ prompt simply passed the
truncated turn to each LLM with no context. The
‘annotation’ prompt contained the task instructions
given to the human annotators, which contains CR
examples, and the ‘reasoning’ prompt added a rea-
son for each example (Fu et al., 2022).

Of the models that learned to generate iCRs,
GPT-4 and Vicuna-13b-v1.5 both relied more on
SCRs. Llama-70b-chat generated more RCRs, opt-
ing to commonly forego the sluice entirely. Gener-
ating human-like iCRs is practically useless if they
are not semantically appropriate. 85.5% of the hu-
man CRs contained a sluice, so we devised a new
metric called the sluice match accuracy (SMA):
measuring the percentage of model generated CRs
with a wh-word that is an exact match to at least
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one of the wh-words in the 12 human CRs for each
partial question. SMA thereby preserves semantic
type ambiguity captured by the human-annotators.

From these metrics alone, it is clear that GPT-
4 is outstanding if data privacy is not a concern.
In sensitive settings without hardware limitations,
Llama-2-70b-chat is best. Given our sensitive set-
ting with hardware limitations, we use Vicuna-13b-
v1.5 as our system’s core LLM. In order to handle
our user’s incomplete sentences, we first ask the
LLM whether the turn was a complete sentence. If
it is not, we use the ‘reasoning’ prompt to generate
an iCR to create a more accessible and naturally
interactive conversational system. This can be seen
in the architecture in Figure 2, denoted by (C).

3.4 Generating Responses

Unlike older dialogue systems, we interface with
our core LLM using prompts. As mentioned in
Section 3.3, we are using Vicuna-13b-v1.5. We
provide the hospital information in a prompt with
some additional guardrails, like “you are not qual-
ified to give any medical advice or make medical
diagnoses” and “you do not have access to indi-
vidual patient records or schedules”. Both patients
and hospital staff reported that our new LLM-based
system has improved greatly, compared to our pre-
vious system (Gunson et al., 2022). In order to
measure the improvement in its QA capabilities,
we created a set of 100 in-domain questions that
were designed to provide broad coverage of the
modular system capabilities. These were a mix of
hand-crafted and real questions asked by patients
in our collected data. In-domain error rates, where
incorrect or no information was given in response
to the question, improved from 29.2% to 11.5%.

One huge benefit of using LLMs is their inher-
ent ability to perform general chit-chat, tell jokes,
and access a wealth of general knowledge. In the
original system, we could only respond suitably
to utterances that the system was pre-designed to
handle – and we would attempt to respond to unex-
pected utterances with tips, teaching the user what
the system can do (e.g. “I’m not sure, but I can
help you with directions and menu information.”).
Many of these unexpected utterances can now be
handled directly by the LLM.

3.4.1 Grounding Responses to the Provided
In-prompt Knowledge

Certain LLMs, like ChatGPT and Bard, are regu-
larly asked general knowledge questions and ex-

pected to understand chit-chat. General LLM
evaluation has therefore focused on their world
knowledge learned at pre-training. For example,
the popular Hugging Face Open LLM benchmark
(the de facto standard leaderboard) ranks each
model based on their performance across four tasks:
(1) The AI2 Reasoning Challenge (Clark et al.,
2018), a set of grade-school science questions; (2)
MMLU (Hendrycks et al., 2020), a set of elemen-
tary level questions covering mathematics, US his-
tory, computer science, law, and more; (3) Hel-
loSwag (Zellers et al., 2019), testing whether the
model can select “what will happen next?” given
a common sense scenario and some options; and
(4) TruthfulQA (Lin et al., 2022), a set of 817 ques-
tions on various topics, like law and politics.

These corpora highlight the field’s effort to re-
duce model hallucination. It is vital to clarify that
they focus on hallucination reduction of outputs
generated from the LLM’s static world knowledge.
In fact, this world knowledge can generate harmful
hallucinations due to conflicts with the information
given in the prompt. The text in red in Example (D)
in Table 1 highlights this issue. Our prompt does
not state that patients must fast before their appoint-
ment, and this response would result in a hospital
patient going hungry. Other examples include how
long a patient must wait for their medication to
wear off before driving (Addlesee, 2024).

To tackle this problem, we must coax the LLM
to ground its response to the in-prompt knowledge
given at runtime, and not rely on non-domain-
specific and potentially out-of-date knowledge
learned at pre-training. To measure the impact of
in-prompt grounding strategies, we used 50 ques-
tions from our project paired with a text passage.
We do not always know what an LLM is trained
on, and this could potentially include the website
of our real hospital, so this passage described a fic-
titious hospital that no LLM could possibly know.
We provide four prompts:
Basic: The passage followed by the question.
Jodie: Our prompt provides the passage as a quote
by Jodie W. Jenkins, a fictitious non-celebrity name
(according to Google). We then ask the LLM to
answer according to Jodie. The exact pattern is
this: ‘Jodie W. Jenkins said “PASSAGE”. Answer
according to Jodie W. Jenkins. QUESTION’.
Expert: In order to ensure any prompt-grounding
benefit is not simply a result of adding “according
to”, we again provide the passage as a quote by
Jodie W. Jenkins, but add “Answer according to
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Table 3: Knowledge grounding results. indicates an improvement compared to the ‘basic’ prompt. indicates
a performance drop compared to the ‘basic’ prompt. Bold marks the best scores per model (Addlesee, 2024).

Basic Prompt Jodie Prompt Expert Prompt Wikipedia Prompt
LLM

Quip Acc Quip Acc Quip Acc Quip Acc
Dolly-12b 38.71 36 35.74 42 28.08 32 39.21 34

GPT-4 41.04 94 42.92 98 42.61 92 38.66 90
Llama-7b-chat 43.06 56 44.56 84 41.64 72 40.84 74

Llama-13b-chat 48.51 60 41.18 60 44.04 50 44.29 58
Llama-70b-chat 44.10 64 58.73 82 52.44 70 53.78 68

Llama-70b-chat (0.95 temp) 44.52 68 53.18 80 52.01 70 52.82 68
Vicuna-13b-v1.1 64.93 46 80.95 54 29.17 12 31.93 26
Vicuna-13b-v1.5 40.97 70 41.14 74 36.30 52 34.17 56

UnitedHealth” instead of Jodie W. Jenkins.
Wikipedia: The Expert prompt with one word re-
placed. The expert name is set to “Wikipedia”.

3.4.2 Response Grounding Results
In related work, Weller et al. (2023) measured
LLM grounding to world knowledge. In order to
measure how well an LLM’s output was grounded
to Wikipedia, they devised a metric: QUIP-score.
This score is the character n-gram precision of the
generated output compared to the source corpus. It
is a useful metric in our case too, as we can mea-
sure how precisely each LLM’s output is grounded
in the given in-prompt knowledge. This focus on
precision also punishes a model’s output when it
hallucinates – our goal here too. Using our corpus
(Addlesee, 2024), we used this QUIP-score and the
answer’s accuracy to measure in-prompt grounding
performance, as grounding is impractical if it does
not preserve QA performance.

Table 3 illustrates the impressive performance of
our ‘Jodie’ prompt. The Quip-score did decrease
for two of the models, but the accuracy never dete-
riorated, and increased by up to 28% (mean: 10%).
Even though the ‘Expert’ and ‘Wikipedia’ prompts
differ from the ‘Jodie’ prompt by just one name,
they generate more text that is not contained in the
given prompt (as shown by the lower Quip-scores),
and these additional hallucinations result in an ac-
curacy drop.

Our current SDS utilises this ‘Jodie’ prompt in
component (D) in Figure 2 to improve in-prompt
grounding, reducing potential user harm.

3.5 Gesture Generation

As discussed in Section 1, MPCs are far more
complex than two-party interactions. The SDS
must track who said what to whom (Gu et al.,
2022b), track the goals of multiple users (Addlesee
et al., 2023d), and generate responses to specific

addressees. As our SDS is embodied by the ARI
social robot (Cooper et al., 2020), we can produce
helpful gestures with its controllable arms, head,
and eyes. While some gestures are charming, like
facing the robot’s palms upward when welcoming
a user to an interaction, other gestures are more
functional. The robot can look at the user it is
addressing, point when giving directions, and in-
dicate that it is passing the turn to another user
with its arm. These functional gestures are what
we evaluate here. In component (E) in Figure 2,
you can see that we generate gestures using the
Vicuna-13b-v1.5 LLM (component (F)) in paral-
lel with the grounded answer generation. In the
prompt, we provide some examples of functional
gestures, using the gesture tags that the robot ex-
pects (Cherakara et al., 2023). The answer text is
passed to ARI’s text-to-speech, and the generated
gesture tags are passed to ARI’s movement con-
trols. We do not generate gestures when listening
to the user, as the microphones become saturated
by ego-noise (motor sounds), and the ASR fails to
hear the user’s utterance (Addlesee et al., 2023b).

We annotated a set of 110 generated system re-
sponses with gold functional gesture tags. Using
our gesture generation method, the generated ges-
tures were accurate 86% of the time. Generating an
incorrect gesture (e.g. pointing in the wrong direc-
tion) is more problematic than missing a gesture,
and the gesture generation precision was 0.91.

4 Conclusions and Future Work

We have iteratively developed and deployed a mul-
timodal, multi-party spoken dialogue system in a
hospital memory clinic. This SDS is embodied by
the ARI social robot, allowing us to generate ges-
tures in addition to speech. Using data collected
with real memory clinic patients in this complex
setting, our system is able to decide when to take
its turn, generate natural clarification requests (im-
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proving accessibility for people with memory im-
pairment), answer in-domain questions grounded to
our domain specific knowledge, and respond appro-
priately to out-of-domain requests like generating
jokes, quizzes, and general chit-chat.

We are currently running further data collection
in the hospital with the LLM-based SDS. Using
this data, we will further refine our system and
curate corpora that will be released to allow other
researchers to work on this complex, yet vital task.

Ethical Considerations

Some LLMs, like ChatGPT, can only be used
through an API. This is a huge privacy concern,
especially in the healthcare setting. Even if par-
ticipants were instructed carefully, it is impossible
to ensure they would not reveal personally iden-
tifiable information – this problem is exacerbated
in a memory clinic setting (Addlesee and Albert,
2020). For this reason, we must use more open and
transparent LLMs (Liesenfeld et al., 2023). We
selected Vicuna-13b-v1.5 as it was the best per-
forming model that could run on our hardware.

In Section 3.4 we detailed our in-prompt halluci-
nation reduction efforts, but these will never reach
zero. Hospital staff run the experiments, so they
can correct the robot if it ever produces a hospital-
related hallucination. This is also why we do not
provide the SDS with any personal information like
patient appointment schedules – we do not want to
cause confusion.

In a real deployment, prompt poisoning could
be an issue. A bad actor can manipulate the sys-
tem to output incorrect responses through dialogue.
This is not possible in our data collection, as we
reset the system between participants (the patients
are also unlikely to be bad actors). If deployed,
speaker diarization and dialogue history deletion
can mitigate this risk, but it is critical to highlight
that LLMs can be manipulated.
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Daniel Hernández García, Christian Dondrup, and
Oliver Lemon. 2023d. Multi-party Goal Tracking
with LLMs: Comparing Pre-training, Fine-tuning,
and Prompt Engineering. In Proceedings of the 24th
Annual Meeting of the Special Interest Group on Dis-
course and Dialogue.

Samer Al Moubayed, Jonas Beskow, Gabriel Skantze,
and Björn Granström. 2012. Furhat: a back-
projected human-like robot head for multiparty

68

https://spring-h2020.eu/
https://spring-h2020.eu/
https://doi.org/10.21437/Interspeech.2023-307
https://doi.org/10.21437/Interspeech.2023-307
https://doi.org/10.21437/Interspeech.2023-307
https://sigdialinlg2023.github.io/paper_sigdial109.html
https://sigdialinlg2023.github.io/paper_sigdial109.html
https://sigdialinlg2023.github.io/paper_sigdial109.html


human-machine interaction. In Cognitive Be-
havioural Systems: COST 2102 International Train-
ing School, Dresden, Germany, February 21-26,
2011, Revised Selected Papers, pages 114–130.
Springer.

Apple. 2022. Use accessibility features with siri on
iphone. [Online; accessed 14-April-2023].

Peter Auer. 2018. Gaze, addressee selection and turn-
taking in three-party interaction. Eye-tracking in in-
teraction: Studies on the role of eye gaze in dialogue,
pages 197–231.

Janet Beavin Bavelas and Jennifer Gerwing. 2011. The
listener as addressee in face-to-face dialogue. Inter-
national Journal of Listening, 25(3):178–198.

Veronica Boschi, Eleonora Catricala, Monica Consonni,
Cristiano Chesi, Andrea Moro, and Stefano F Cappa.
2017. Connected speech in neurodegenerative lan-
guage disorders: a review. Frontiers in psychology,
8:269.

Neeraj Cherakara, Finny Varghese, Sheena Shabana,
Nivan Nelson, Abhiram Karukayil, Rohith Kulothun-
gan, Mohammed Afil Farhan, Birthe Nesset, Meriam
Moujahid, Tanvi Dinkar, Verena Rieser, and Oliver
Lemon. 2023. FurChat: An embodied conversa-
tional agent using LLMs, combining open and closed-
domain dialogue with facial expressions. In Proceed-
ings of the 24th Meeting of the Special Interest Group
on Discourse and Dialogue, pages 588–592, Prague,
Czechia. Association for Computational Linguistics.

Wei-Lin Chiang, Zhuohan Li, Zi Lin, Ying Sheng,
Zhanghao Wu, Hao Zhang, Lianmin Zheng, Siyuan
Zhuang, Yonghao Zhuang, Joseph E Gonzalez, et al.
2023. Vicuna: An open-source chatbot impressing
gpt-4 with 90%* chatgpt quality. See https://vicuna.
lmsys. org (accessed 14 April 2023).

Javier Chiyah-Garcia, Alessandro Suglia, Arash Eshghi,
and Helen Hastie. 2023. ‘what are you referring to?’
evaluating the ability of multi-modal dialogue models
to process clarificational exchanges. In Proceedings
of the 24th Meeting of the Special Interest Group
on Discourse and Dialogue, pages 175–182, Prague,
Czechia. Association for Computational Linguistics.

Peter Clark, Isaac Cowhey, Oren Etzioni, Tushar Khot,
Ashish Sabharwal, Carissa Schoenick, and Oyvind
Tafjord. 2018. Think you have solved question an-
swering? try arc, the ai2 reasoning challenge. arXiv
preprint arXiv:1803.05457.

Sara Cooper, Alessandro Di Fava, Carlos Vivas, Luca
Marchionni, and Francesco Ferro. 2020. ARI: The
Social Assistive Robot and Companion. In 29th
IEEE International Conference on Robot and Human
Interactive Communication, RO-MAN 2020, pages
745–751.

Amanda Cercas Curry, Ioannis Papaioannou, Alessan-
dro Suglia, Shubham Agarwal, Igor Shalyminov, Xin-
nuo Xu, Ondrej Dušek, Arash Eshghi, Ioannis Kon-
stas, Verena Rieser, et al. 2018. Alana v2: Enter-
taining and informative open-domain social dialogue
using ontologies and entity linking. Alexa Prize Pro-
ceedings.

Arash Eshghi and Patrick GT Healey. 2016. Collec-
tive contexts in conversation: Grounding by proxy.
Cognitive science, 40(2):299–324.

Mary Ellen Foster, Bart Craenen, Amol Deshmukh,
Oliver Lemon, Emanuele Bastianelli, Christian Don-
drup, Ioannis Papaioannou, Andrea Vanzo, Jean-
Marc Odobez, Olivier Canévet, et al. 2019. MuM-
MER: Socially intelligent human-robot interaction in
public spaces. arXiv preprint arXiv:1909.06749.

Yao Fu, Hao Peng, Ashish Sabharwal, Peter Clark,
and Tushar Khot. 2022. Complexity-based prompt-
ing for multi-step reasoning. arXiv preprint
arXiv:2210.00720.

Press Furhat Robotics. 2015. Franny, frankfurt airport’s
new multilingual robot concierge can help you in
over 35 languages. Furhat Robotics Press Release.

Charles. Goodwin. 1981. Conversational organization:
interaction between speakers and hearers. Academic
Press.

Jia-Chen Gu, Chao-Hong Tan, Chongyang Tao, Zhen-
Hua Ling, Huang Hu, Xiubo Geng, and Daxin Jiang.
2022a. HeterMPC: A Heterogeneous Graph Neu-
ral Network for Response Generation in Multi-Party
Conversations. In Proceedings of the 60th Annual
Meeting of the Association for Computational Lin-
guistics (Volume 1: Long Papers), pages 5086–5097.

Jia-Chen Gu, Chongyang Tao, and Zhen-Hua Ling.
2022b. WHO Says WHAT to WHOM: A Survey
of Multi-Party Conversations. In Proceedings of the
Thirty-First International Joint Conference on Artifi-
cial Intelligence (IJCAI-22).

Jia-Chen Gu, Chongyang Tao, Zhenhua Ling, Can Xu,
Xiubo Geng, and Daxin Jiang. 2021. MPC-BERT:
A pre-trained language model for multi-party con-
versation understanding. In Proceedings of the 59th
Annual Meeting of the Association for Computational
Linguistics, pages 3682–3692.

Nancie Gunson, Daniel Hernández García, Weronika
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Abstract 

The long-standing problem of spam and 
fraudulent messages in the comment 
sections of Instagram pages in the financial 
sector claims new victims every day. 
Instagram’s current spam filter proves 
inadequate, and existing research 
approaches are primarily confined to 
theoretical concepts. Practical implemen-
tations with evaluated results are missing. 
To solve this problem, we propose 
ScamSpot, a comprehensive system that 
includes a browser extension, a fine-tuned 
BERT model and a REST API. This 
approach ensures public accessibility of our 
results for Instagram users using the 
Chrome browser. Furthermore, we conduct 
a data annotation study, shedding light on 
the reasons and causes of the problem and 
evaluate the system through user feedback 
and comparison with existing models. 
ScamSpot is an open-source project and is 
publicly available at 
https://scamspot.github.io/. 

1 Introduction 

Financial fraud has switched its medium – from 
phone calls and emails to social media (Ramli et 
al., 2023; Soomro & Hussain, 2019). A recent 
report from the U.S. Federal Trade Commission 
shows that the number of social media scams has 
soared in recent years and especially 
cryptocurrency scams are initiated on Instagram1. 

Last year, the topic also gained political 
attendance2 , but so far, Instagram users have not 
seen any improvements (Table 8) and industry 

 
1 https://www.ftc.gov/news-
events/data-visualizations/data-
spotlight/2022/06/reports-show-
scammers-cashing-crypto-craze 

experts continue to voice their concerns about the 
spam and scam problem (Kerr et al., 2023). While 
spam is defined as unsolicited or unwanted 
content/comments (Hayati et al., 2010), scam is 
characterized as deceptive or fraudulent activity 
resulting in mostly financial loss for the victim 
(Liebau & Schueffel, 2019). New and 
inexperienced investors in particular fall victim to 
targeted attacks, often losing significant sums of 
money in the process1. 

Instagram’s existing spam filter has a precision 
of 98.36%, but only a recall of 11.51% (Table 6). 
Existing research mentioned in Section 6 made its 
first success in theoretical concepts and general 
spam detection, yet no practical solutions to detect 
financial spam and scam comments have been 
published. The problem has not been solved, as 
90% of our survey participants expressed their 
dissatisfaction (Table 8), showcasing the urgency 
for a solution. 

To close this gap, we show a way to efficiently 
classify comments with high precision and 
communicate the results to the user in real-time to 
improve the user experience and reduce the 
likelihood of fraud incidents. The solution is 
ScamSpot, a system designed to remove spam and 
scam comments from Instagram. More specifically, 
we contribute as follows: 

• Dataset & Data Annotation: We compile 
what we believe to be the first large dataset 
of over 100,000 comments focusing 
specifically on Instagram comments of the 
financial space (Sections 2 and 3). We 
annotate over 3,000 comments as part of a 
data annotation study, which shows that 

2  https://www.feinstein.senate.gov/ 
public/index.cfm/press-releases?ID=  
C51E17BC-D39D-4913-AA6C-09AB6B259083 
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domain-specific knowledge is needed to 
accurately classify the comments. By making 
all our data publicly available, we enable 
further research in this area. 

• ScamSpot System: Our core solution, 
encompasses a fine-tuned BERT model 
(Section 4.1), a user-friendly Chrome 
browser extension (Section 4.2) and a REST 
API (Section 4.3). This enables the detection 
and removal of fraudulent comments on 
Instagram in real-time. 

• Systematic Evaluation: We evaluate 
ScamSpot in two cycles, both quantitatively 
and qualitatively (Section 5). Our results 
demonstrate dramatic improvements in 
usability and increased user satisfaction, 
emphasising the relevancy of ScamSpot. 

The result is an evaluated and deployed 
application that enables every Instagram user to use 
the website with a significantly reduced risk of 
encountering spam and fraud, making the user 
experience more enjoyable and secure. 

2 Dataset & Data Annotation Study 

The development of ScamSpot necessitates the 
creation of a specialized dataset, as existing 
research lacks robust data samples for Instagram 
comments, particularly in the financial sector. 
Recognizing the gap, we embark on a two-fold 
mission: not only to gather this essential data but 
also to annotate it meticulously, thereby 
contributing a valuable resource to the community. 

To address this need, we develop a Python script 
utilizing an existing library3 to access Instagram's 
private API. Between February 28th and May 4th 
2023, we collected data from 38 Instagram pages 
related to finance and cryptocurrencies. This effort 
yields a dataset of over 100,000 comments, which, 
to our knowledge, represents one of the largest 
publicly available datasets in this niche. We have 
made this dataset, along with the scraping script, 
openly accessible, enabling others to benefit from 
and expand upon our work. Comment examples 
can be found in Table 7 in the appendix. 

The pivotal aspect of our study was the 
annotation of 3,445 comments (66.6% genuine, 
33.4% spam/scam). We annotate the dataset 
ourselves using a simple, self-developed web 

 
3 https://github.com/adw0rd/instagrapi 

interface. While one of the team members has 
several years of experience as an owner of multiple 
large financial Instagram pages, the quality of the 
annotated comments was validated by 
continuously checking a subset of comments 
against the later hand-picked experts' 
classifications. 

To better understand how expertise in the 
financial sector influences the identification of 
spam and scams we perform a data annotation 
study. We divide participants into two groups: 
'experts' with substantial industry knowledge and 
'amateurs' with less or no such experience. This 
distinction is critical, as it highlights the challenges 
faced by non-experts in recognizing fraudulent 
content, a key factor in the importance of 
ScamSpot. 

While experts reach a Fleiss Kappa agreement 
of 0.618, amateurs manage only 0.519 (Fleiss, 
1971). This disparity underscores the necessity of 
expert knowledge in accurately classifying such 
comments. To solidify these results, we conduct a 
follow-up study with 11 handpicked industry 
experts, resulting in a near-perfect Fleiss Kappa 
score of 0.808. These results not only validate our 
approach but also emphasize the nuanced 
differences in definitions of spam and scam among 
professionals. 

The insights from this annotation study are 
instrumental in shaping ScamSpot. They not only 
inform the training of our models but also highlight 
the real-world challenge faced by everyday 
Instagram users, particularly the less experienced 
ones, in navigating financial fraud. This aspect is 
later also mirrored in the performance of advanced 
language models like GPT-3 and GPT-4, which 
also struggle with categorizing these comments, 
further accentuating the complexity of the task and 
the value of our expert-driven approach. 

To sum up, our efforts in data collection and 
annotation are not just preliminary steps but 
foundational to the development of ScamSpot. By 
making these resources publicly available, we aim 
to facilitate further research in this vital area, 
emphasizing the importance of domain-specific 
expertise in combating financial fraud on social 
media platforms. 
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3 Model Considerations 

The next objective is to demonstrate an effective 
system rather than conduct an exhaustive analysis 
of various models. Nevertheless, we test a variety 
of models to identify an effective solution for 
detecting fraudulent Instagram comments. The 
selection of models includes traditional statistical 
models, large language models and BERT as a 
representative of the transformer models. The 
following specific models are selected: 

• Statistical Models: We start with a linear 
regression, a decision tree and a random 
forest model which provide us with a 
baseline and show that they lack the 
sophistication needed for our complex 
requirements. 

• Large Language Models (LLMs): 
We assess the advanced natural language 
processing capabilities of GPT-3 (“gpt-
3.5-turbo”) and GPT-4 (“gpt-4-1106-
preview”). Their ability to understand and 
generate human-like text is a key 
consideration in our analysis. However, the 
lack of transparency and control over the 
training data of these models is a major 
limitation. Despite the adjustment of seed 
and temperature parameters (Table 5), the 
results are not deterministic. Three test runs 
are made for each model and the results can 
be found in Table 5. The best results are 
documented in Table 1. 

• Transformer Models: As a representative, 
we select BERT (“bert-base-cased”) and 
fine-tune it based on the annotated data 
mentioned in Section 2. Its capability to 
understand context makes it a strong 
candidate in our selection. 

In this study, we adopt a zero-shot approach with 
LLMs like GPT-3 and GPT-4, contrasting them 
with the fine-tuned BERT model. This 
methodology is chosen to demonstrate the practical 
usability of general-purpose LLMs in their 
standard configuration. While models like GPT-3 
and GPT-4 show proficiency in general tasks, our 
findings align with those of Yu et al. (2023), when 
illustrating their limitations in specific tasks 
compared to fine-tuned models. This highlights the 
necessity of model selection tailored to task 
specificity and resource availability. 

Despite the hype around large language models, 
the results in Table 1 show that even established 
models like a fine-tuned BERT model can 
drastically outperform newer models like GPT-4 or 
GPT-3. While both BERT and LLMs are 
transformer-based, our research also demonstrates 
that a fine-tuned BERT model is more successful in 
specific tasks, which is also shown by Yu et al. 
(2023). 

This leads us to the decision to select a fine-
tuned BERT model for ScamSpot. The reasons also 
include: 

• Promising Results: Tests show that the fine-
tuned BERT model far outperforms the other 
models in detecting fraudulent Instagram 
comments (Table 1). 

• Stability and Predictability: Our fine-tuned 
BERT model demonstrates stable and 
predictable performance, a crucial factor for 
consistent user experience compared to the 
tested LLMs (Table 5). 

• Local Execution: Unlike LLMs like GPT-
3.5 and GPT-4, which often require external 
cloud services potentially exposing data to 
third parties, BERT can be deployed 
internally, ensuring data privacy. Moreover, 
BERT's smaller model size leads to lower 
energy consumption, an important 
consideration in sustainable AI development. 

• Adaptability to New Data: BERT's ability 
to understand context and meanings beyond 
just keyword matching makes it superior to 
simpler models like TF-IDF vectors. This 
adaptability is vital for detecting variations in 

  Recall Precision F1 
IG 0.1151 0.9836 0.2061 
DT 0.8032 0.7692 0.7859 

RF 0.8093 0.9244 0.8631 

LR 0.8353 0.9163 0.8740 

GPT-3 0.3739 0.3660 0.3699 

GPT-4 0.6348 0.5530 0.5911 

BERT 0.9213 0.9286 0.9249 

Table 1: Model metrics. IG: Instagram’s current 
spam filter, DT: Decision Tree, RF: Random Forest, 
LR: Linear Regression, BERT: Fined-tuned BERT 

model from ScamSpot 
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spam messages, ensuring our system remains 
effective in the face of evolving spam tactics. 

In conclusion, our comprehensive testing and 
evaluation process leads us to choose a fine-tuned 
BERT model. The configuration for fine-tuning the 
model can be found in Table 3. This decision is 
informed by a balance of performance, stability, 
transparency, and futureproofing against evolving 
spam and scam strategies. 

4 ScamSpot 

To deliver comment classifications to users in 
real-time efficiently, we develop a Chrome browser 
extension, realizing the ScamSpot architecture. 
This approach is inspired by Rachmat (2018), 
which demonstrates the effectiveness of presenting 
classification results through a Chrome extension. 
Our approach differs by directly displaying the 
classifications without requiring users to do 
anything other than use the Instagram website. This 
approach allows the user to take full advantage of 
the AI model without compromising the user 
experience. Our system design consists of 3 main 
components. 

The fine-tuned BERT model enables the 
classification of Instagram comments. The Chrome 
browser extension, which is installed by the user 
and runs on the user’s device, allows us to extract 
the comments, communicate with our API, and 
manipulate the HTML DOM to display the results 
in real-time. A REST API acts as the connection 
between the browser extension and the BERT 
model. 

4.1 BERT Model 

One of the most important steps is to fine-tune a 
pre-trained BERT model for classifying Instagram 
comments (Devlin et al., 2019). BERT might not 
be the latest model, but the initial results are 
promising compared to other models (Table 1) and 
the process for implementation is straightforward. 
We also see that several other projects have had 
success in fine-tuning a BERT model in recent 
months with similar tasks (Sahmoud & Mikki, 
2022; Santoso, 2022; Tida & Hsu, 2022). Figure 2 
shows the model architecture and the associated 
specifications, Table 5 documents the fine-tuning 
of the BERT model including hyperparameters. We 

 
4 https://github.com/ScamSpot/ 
scamspot_ml-models/ 

use the “bert-base-cased” model, which we 
train based on our annotated dataset of 3,445 
comments (66.6% genuine, 33.4% spam or scam). 
Annotated comments are split 80:10:10 for 
training, validation, and testing. Both data as well 
as the code to fine-tune the model can be found as 
an open-source repository4. 

4.2 Chrome Browser Extension 

To make the results accessible to the end user, we 
choose a Chrome browser extension. It is important 
for us to ensure a smooth and easy implementation 
for the user, which is possible with this approach. 
Through HTML scraping, comments are extracted 
locally from the user’s browser and sent to our 
REST API. Based on the response, the comments 

 

Figure 1: ScamSpot Mode 1, genuine and spam / 
scam comments are visually marked. 

 

Figure 2: ScamSpot Mode 2, only genuine comments 
are visible, users can report invalid classifications. 
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in the HTML DOM are modified. The browser 
extension as well as its code is publicly available5. 

4.3 REST API 

The REST API is developed using the Flask web 
framework and deployed utilizing Gunicorn, a 
Python Web Server Gateway Interface (WSGI) 
HTTP server. The server loads the fine-tuned 
BERT model and classifies the comment received 
on the /scam endpoint. The server’s response 
indicates whether the comment is genuine or not. 
The code is available as a public repository6. Until 
now, the endpoints of the API have been accessible 
without user authentication/token access. This 
allows others to quickly use the API and prevents 
compliance issues. As usage increases, a user 
management system is planned, but as little data as 
possible should be stored. 

4.4 Features 

To use the application, the users need to install the 
Chrome browser extension and follow the brief 
installation guide5. After successful installation, the 
user can choose between two modes. 

• Detecting Fraudulent Comments: The first 
mode of the application marks spam/fraud 
comments with a red label (Figure 1). Users 
are warned about a potential fraudulent 
comment, reducing the likelihood of a fraud 
case. However, the evaluation surveys 
conducted as part of the research show that 
users do not want to see spam or scam 
comments at all (Table 8). 

• Hiding Spam & Scam: The second mode 
complies with these requests and hides all 
comments that are classified as spam or scam 
(Figure 2). The evaluation survey has clearly 
shown that users prefer the second mode, 
resulting in a drastically improved user 
experience. 

• Dynamic System: Another valuable feature 
enables users to report incorrectly classified 
comments, contributing to model 
enhancement through subsequent data-
driven refinement. 

 
5 https://github.com/ScamSpot/ 
scamspot_chrome-extension/  

5 System Evaluation 

ScamSpot’s effectiveness is evaluated in two 
cycles based on Hevner’s Design Science Research 
Framework (Hevner et al., 2004), which 
emphasizes the iterative development and 
refinement of a system through multiple cycles of 
design, testing, and feedback. In each cycle, both 
qualitative and quantitative evaluation metrics are 
considered. 

The quantitative results focus on the metrics and 
the effectiveness of the model itself. As can be seen 
in Table 1, the model achieves both precision and 
recall of 92% after the second cycle. 

Our model exhibits notable performance 
compared to other baseline models as well as 
OpenAI’s GPT-3 and GPT-4, justifying its 
utilization in the project. The F1 scores can be 
found in Table 1, with the fine-tuned BERT model 
archiving a considerably higher F1 score. 

When comparing the results with Instagram’s 
existing spam filter, the model also performs well. 
While Instagram’s spam filter only achieves a 
recall of 11.51%, our model achieves 92.13%. 
However, we must give credit to Instagram’s spam 
filter as its precision was 98.36%, while our model 
only achieves 92.86%. This shows room for 
improvement. 

Another notable result is that both GPT models 
fail to correctly categorise comments as spam/scam 
or genuine. Despite multiple approaches and 
different prompts, the results are surprisingly 
disappointing. Results can be found in Table 5. 

Not only the quantitative but also the qualitative 
results improve drastically after the second cycle, 
in which the feedback from the first evaluation 
cycle was implemented. 20 ScamSpot users are 
asked in a questionnaire about their experiences 
with the system and their feedback. 

When using the prototype, almost all test users 
report that the user experience has improved and 
that they are more willing to interact with others in 
the comments section. With the browser extension, 
users report overall positive feelings of joy and 

6 https://github.com/ScamSpot/ 
scamspot_api/ 
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excitement compared to frustration and annoyance 
without ScamSpot, as shown in Figure 3. 

6 Related Work 

In recent years, academic steps have already been 
taken regarding spam detection in social networks 
(Kaddoura et al., 2022). Most research has focused 
on Twitter, partly because it is easier to scrape data 
for training purposes and therefore ignored 
Instagram. Still, progress has also been made on 
Instagram, but more around account-based spam 
detection (Durga & Sudhakar, 2023; Kumar et al., 
2023; Saranya Shree et al., 2021). The few 
comment-based approaches have so far focused on 
general spam, not financial fraud in Instagram 
comments. 

A qualitative comparison of similar projects and 
papers can be found in Table 2. The first notable 
approach was in 2017, focusing on Indonesian 
comments with a large dataset and resulted in an F1 
score of 96.0% (Septiandri & Wibisono, 2017). In 
2019 two papers were published using smaller 
datasets while archiving an F1 score of 92.4% 
(Haqimi et al., 2019) and 83.0% (Priyoko & Yaqin, 
2019). 

The idea of using a browser extension and a 
REST API originated from a research team who 
based their work on the results of study [1] from 
Table 2. They constructed a prototype based on this 
approach (Rachmat et al., 2018). 

Their system differentiates itself from ours since 
it focuses on comments under posts from 
Indonesian celebrities and users of the prototype 
still had to manually click on comments to check if 
they were spam. Our goal was to further improve 
the concept and ensure people see results directly 
within the website without having to click 
anything. Furthermore, a user evaluation also 
differentiates our work to ensure validated results. 

The decision to fine-tune a BERT model (Devlin 
et al., 2019) was heavily influenced by the papers 

published shortly before our project which all 
archived great results in spam detection (Sahmoud 
& Mikki, 2022; Santoso, 2022; Tida & Hsu, 2022). 

However, to our knowledge, there have been no 
studies looking at spam and fraud in comments 
under financial-related Instagram content. 

7 Conclusion and Further Work 

We introduce ScamSpot as an application that 
enables Instagram users to navigate the social 
media platform more safely by detecting fraudulent 
comments and removing unpleasant spam 
messages from the comment section of Instagram 
posts. We have shown that the combination of the 
fine-tuned BERT model and the Chrome browser 
extension results in a measurably better user 
experience and can reduce the number of fraud 
cases during active use. 

Our solution is scalable and allows users with no 
technical background to safely use the application. 

This work also contributes a scraped dataset of 
over 100,000 comments and an annotated dataset 
of 3,345 comments, which will help future projects 
and provide the results of our data annotation study. 
In addition, we evaluate our ScamSpot on both a 
quantitative and qualitative level and achieve 
excellent performance and a positive user impact. 

To sum up, we show for the first time the 
viability and effectiveness of a fine-trained BERT 
for this classification problem, setting a precedent 
for future research on this issue. We further 
highlight the importance of combating spam and 
scams on Instagram, underscoring the need for 
solutions like ScamSpot. 

In future developments, it is crucial to consider 
implementing more sophisticated machine learning 
models to enhance classification accuracy. This 
includes exploring the capabilities of newer 
variants of BERT and other encoder-only models 
such as DeBERTa, which have demonstrated 
superior performance in various classification 

 Method Sample size Prototype Evaluation F1 score 
[1] (Septiandri & Wibisono, 2017) SVM 24,602 comments × × 96.0% 
[2] (Rachmat et al., 2018) Prototype based on [1] ✔ × - 
[3] (Haqimi et al., 2019) CNB 2,600 comments × × 92.4% 
[4] (Priyoko & Yaqin, 2019) NB 1,400 comments × × 83.0% 
[5] ScamSpot BERT 3,445 comments ✔ ✔ 92.5% 

Table 2:  Qualitative comparison of ScamSpot to previous works. SVM: Support Vector Machine, CNB: 
Complement Naive Bayes, NB: Naive Bayes 
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tasks. Additionally, the potential of models like 
Mistral, Llama2, and their relatives should be 
investigated, especially in comparison to GPT 
models, to understand their effectiveness and 
efficiency in this context. Future research should 
also explore the effectiveness of LLMs by 
employing a non-zero-shot approach, customizing 
and training them specifically for this use case. 

Moreover, further studies could focus on 
platforms other than Instagram, e.g., Twitter or 
YouTube, as their comments may be different but 
the concept is similar. Reducing the computational 
resources needed and thus reducing the cost and 
environmental impact is another approach for the 
future. 

Ethical Statement and Limitations 
ScamSpot aims to promote a more equitable and 
inclusive financial system as well as protect new 
investors from fraudsters. We believe that the 
choice to take responsibility for one’s financial 
future by starting to invest is a big step and that 
inexperienced investors should not be afraid of 
being scammed while they are still inexperienced 
and maybe a little naive. 

All data generated and used in this study is 
publicly available and used under strict ethical 
guidelines. Nevertheless, environmental issues 
arise as we are aware that both the training and the 
operation of the BERT model mean an increase in 
CO2 demand. BERT may not be the latest model, 
but despite its age, it performed well in our use case 
and the implementation was easy. Nevertheless, 
one of the limitations is the model is 
computationally intensive and requires a lot of 
resources. 

Another limitation was the dependency on 
Instagram. The goal of the project was to find the 
best possible way to deliver results to the end user 
and allow all users to use Instagram more safely. 
The research team concluded that a Chrome 
browser extension combined with a REST API is 
an effective way to ensure results for the average 
user. However, a major limitation is that it was not 
possible to embed the results directly into the 
Instagram app, which is used by most Instagram 
users. This solution only works on a Chrome 
browser on a desktop device and major HTML 
DOM changes on Instagram’s website could 
impact the functionality of our solution. 

The problem of false positives is also an 
important issue for this topic, and the research team 

concluded that more time should be invested in this 
matter. Higher precision would further argue for 
the use of the browser extension. 
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A Model Configurations 

All code repositories can be found here: 
https://scamspot.github.io/.  
 
 

  

Configuration Value 

Model GPT-4 (gpt-4-1106-preview) and GPT-3.5 (gpt-3.5-turbo) 
Max Tokens 10 

Seed 
42 
Note: As per OpenAI's API documentation, results are not deterministic, 
even with a seed value and a temperature of 0. 

Temperature 0 
F1 Score The F1 Score was based on the highest result obtained across three attempts. 
System Prompt You are a comment moderator at Instagram classifying comments. 

User Prompt Classify the following Instagram comment as 'spam', 'scam', or 'genuine'. Reply 
only with the label for this comment: '[comment]' 

Mapping 'spam', 'scam' = 1 
'genuine' = 0 

Table 4: GPT Model Configurations 

Configuration Aspect Details/Settings 
Pre-trained Model Name bert-base-cased 
Tokenizer BertTokenizer from bert-base-cased 
Epochs 10 
Maximum Length 512 
Batch Size 16 
Data Split Train: 80%, Validation: 10%, Test: 10% 
Model Class ScamClassifier 
Optimizer AdamW with learning rate 2e-5, correct_bias=False 
Scheduler Linear schedule without warmup (num_warmup_steps=0) 
Loss Function CrossEntropyLoss 

Table 3: BERT Model Configurations 
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B Model & Data Evaluation 

C Existing Instagram Spam Filter 

Instagram already hides potential spam messages, 
which can be displayed again by the user with one 
click at the end of the comments section. Based on 
our evaluation, Instagram’s existing spam filter has 
a precision of 98.36%, but only a recall of 11.51%. 
Posts were selected randomly (Table 6). 

 
 
 

 
 
 
 
 

D Example Comments 

 

  

Algorithm F1 Score Accuracy Precision Recall ROC AUC Score 
GPT-3 0.3699 0.5747 0.3660 0.3739 0.5246 
GPT-3 0.3557 0.5689 0.3550 0.3565 0.5160 
GPT-3 0.3514 0.5660 0.3506 0.3522 0.5127 
GPT-4 0.5911 0.7068 0.5530 0.6348 0.6889 
GPT-4 0.4889 0.6328 0.4566 0.5261 0.6062 
GPT-4 0.3537 0.5704 0.3553 0.3522 0.5160 

Table 5: Model evaluation of GPT-4 (gpt-4-1106-preview) and GPT-3.5 (gpt-3.5-turbo) 

Links & Confusion Matrix 

https://www.instagram.com/p/Cr1eVGbtrZq/ 
Confusion Matrix: 8,0,9,5 

https://www.instagram.com/p/CpskFlcouAm/ 
Confusion Matrix: 0,0,32,6 

https://www.instagram.com/p/CrlTySlPSSL/ 
Confusion Matrix: 8,1,50,43 

https://www.instagram.com/p/CsLCoRIvTNO/ 
Confusion Matrix: 0,0,32,6 

Table 6: Instagram Spam Filter Metrics 

 

 
entrepreneurship isn’t easy just like protesting when you don’t have clue of what’s going on that’s why i encourage people to passively do 
something spectacular in case you’re seeking for an option on how to make money online get in touch with #hāźeł_mcẹ̀wǝṅ__ 
i have tried several platforms they didn t workout but when i did take the risk to invest $1000 in less than week i got $26 000 from her 
platform i must confess you are truly the best @trade_with_denise_alvina 
while waiting for your salary you can earn up to $12 000 in seven working days despite the covid-19 situation you can still 
make.moremoney without going out @wealthwithmarilynn 

if you dream of #dogecoin becoming 1$ 
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E User Evaluation 

 

 

Figure 3: User experience reported without and with the 
browser extension [N=20] 

90% of survey participant [N=20] reported that they don’t think that Instagram has done enough to combat 
the current situation with spam and scam on the platform. All users used the browser extension. 

ID 
Amount of 
spam 

Has IG 
done 
enough UX Before 

Interaction 
Before UX After 

Interaction 
After 

1 A large amount No Annoyed, Frustrated Not likely 
Neutral, I still see the 
comments Not likely 

2 Almost all of it No 
Worried, It's pretty sad, there are only red 
comments, nearly all from fraudsters Unlikely Interested Likely 

3 A large amount No 
Annoyed, As always, half of the comment 
section is spam Unlikely Annoyed Unlikely 

4 A small amount I'm not sure Neutral Not likely Neutral Not likely 

5 A large amount No Frustrated, Worried Unlikely Frustrated Not likely 

6 Almost all of it No Worried Unlikely Neutral Likely 

7 Almost all of it No Annoyed Unlikely Interested Likely 

8 A large amount No Frustrated, Demotivating Unlikely 
Better, but I want only 
real comments Not likely 

9 A large amount No Annoyed, Frustrated Unlikely Neutral Not likely 

10 A large amount No Worried Unlikely Annoyed Not likely 

11 A large amount No Annoyed, Frustrated Unlikely Happy, Enthusiastic Likely 

12 A large amount No Annoyed, Frustrated, Worried Unlikely Happy, Interested Very likely 

13 A small amount I'm not sure Neutral Not likely Interested Likely 

14 Almost all of it No Annoyed Unlikely Interested Likely 

15 A large amount No Annoyed, Frustrated Unlikely Interested Likely 

16 Almost all of it No 
Annoyed, Frustrated, No real human connection 
pssobile, there are only scammers Unlikely 

Happy, Enthusiastic, 
It's great, I only see 
real comments Very likely 

17 Almost all of it No 

Annoyed, Frustrated, I am a page owner myself 
and I know that this problem has been going on 
for years, but Instagram does nothing about it. Unlikely 

Happy, Enthusiastic, 
Love it! Very likely 

18 Almost all of it No Annoyed Unlikely Happy, Enthusiastic Likely 

19 A large amount No Annoyed, Frustrated Unlikely Interested Likely 

20 Almost all of it No 
Annoyed, IG doesn't do anything against scams 
in the crypto space Unlikely 

Enthusiastic, I need 
this also for Twitter, 
works great Very likely 

Table 8: Survey responses of the user evaluation; UX = User Experience 
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Abstract

In this paper, we introduce NarrativePlay, a
novel system that allows users to role-play a fic-
tional character and interact with other charac-
ters in narratives in an immersive environment.
We leverage Large Language Models (LLMs)
to generate human-like responses, guided by
personality traits extracted from narratives. The
system incorporates auto-generated visual dis-
play of narrative settings, character portraits,
and character speech, greatly enhancing the
user experience. Our approach eschews pre-
defined sandboxes, focusing instead on main
storyline events from the perspective of a user-
selected character. NarrativePlay has been eval-
uated on two types of narratives, detective and
adventure stories, where users can either ex-
plore the world or increase affinity with other
characters through conversations.

1 Introduction

People’s experiences and thought processes can be
effectively stored in a database, serving as a valu-
able repository of personality traits. Recent studies
(Park et al., 2023; AutoGPT, 2023; Ouyang et al.,
2022) have leveraged LLMs to generate human-like
responses, which are guided by relevant memories
retrieved from such a personality database when
prompting LLMs. This significant advancement
presents an exciting opportunity for creating an
immersive and interactive environment that could
enable emulating the dynamic storylines one might
encounter while reading books, akin to those fea-
tured in the television series “Westworld”. How-
ever, current LLM-based methods for interactive
agents usually focus on specific capabilities in pre-
determined scenarios (Wang et al., 2023; Xu et al.,
2023), often depending on manual settings for char-
acters and environments (Zhu et al., 2023). For
instance, Park et al. (2023) used a short narrative

*Equal contribution.

to seed each agent’s identity, while chen Gao and
Emami (2023) tailored non-player character (NPC)
characteristics according to game-relevant features.
This requires a deep understanding of the task by
humans, who then manually craft it. As a result,
this demands significant manual inputs and lacks
generalisability. We lack a universal framework for
designing adaptable AI agents for varied scenarios.

Narratives contain extensive character-centric
details, including Personalities, Relationships, Ap-
pearance, etc. All these information can be used
to craft vivid characters and adapted to generate
the portrait and voice for characters. Addition-
ally, narratives offer coherent events experienced
by characters, adding depth and richness to each
character. While extracting comprehensive char-
acter traits from long and complex narratives is
challenging and remain largely under-explored (Xu
et al., 2022), we show in this paper how to leverage
the strong zero-shot learning capability of LLMs
to create interactive agents.

Creating interactive and immersive environ-
ments for users and agents can be challenging due
to two key factors: (1) Setting Extraction. Envi-
ronments or narrative settings are often vaguely
defined unless crucial to the plot. Existing research
predominantly concentrates on agent behaviours
within manually constructed sandboxes (Riedl and
Bulitko, 2012; Côté et al., 2018; Hausknecht et al.,
2020; Park et al., 2023). We propose an approach
focusing on main storyline events from the perspec-
tive of a user-selected character, reducing the com-
plexity of identifying narrative settings. (2) Visual
Representations of Setting Elements. Leveraging
stable diffusion models (Koh et al., 2021; Rombach
et al., 2022) as external knowledge (Alayrac et al.,
2022), we use image generation models to fill in
missing details in environments.

We categorise user (or player) behaviours and
compile commonly asked questions to evaluate
agents’ responses. As we design interactive nar-
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1.Load Narrative

1. Load Narrative 2. Main Storyline & Select Character 3. Interactive while Story ProgressionUser

can load any narrative in text format. can choose a character as their perspective. can converse with other event characters.

Figure 1: Our system’s interactive process begins when a user provides a narrative to the system. They then choose
a character as their narrative identity, through whom they can engage with the story. Users can have conversations
with other characters, thereby experiencing the story in a more immersive way.

ratives in a novel setting, we have developed ap-
proaches which address certain limitations of exist-
ing works. NarrativePlay opens up an interesting
avenue of interactive narrative understanding.

A screencast video introducing the system1and
the demo2 are available online. In summary, the
contributions are:

• We have developed NarrativePlay, a novel
web-based platform capable of transforming
narrative inputs into immersive interactive ex-
periences. Our system synchronises text with
visual displays of story settings, character por-
traits and speech, leveraging advanced multi-
modal LLMs to enhance user experience.

• We have proposed to extract character traits
from narratives for authentic characters that
generate human-like responses and adhere to
predefined roles, serving as a general frame-
work to design agents for diverse scenarios.

• Instead of using resource-intensive and less
versatile predefined sandboxes, our approach
focuses on main storyline events from narra-
tives. We simplify the complex world into
visuals from a user-chosen perspective, en-
hancing adaptability.

• We have categorised player behaviours and
compiled common questions in interactive nar-
ratives to assess the quality of agent responses.

2 Architecture of NarrativePlay

Figure 3 shows an overview of NarrativePlay, in-
cluding three modules: (1) main storyline extrac-
tion; (2) narrative image and speech synthesis; and
(3) main storyline progression.

1https://youtu.be/Moki-3NDZ78
2http://narrative-play.eastus.cloudapp.azure.com/

2.1 Main Storyline Extraction

We utilise the the most recent ChatGPT model
gpt-3.5-turbo to extract structured information
from text. In what follows, we describe how we ex-
tract characters, events, conversations, and settings
using the ChatGPT API, more details can be found
in Appendix §B.

Characters For an input narrative S, our initial
step is to solicit a list of the characters involved.
Subsequently, for each newly occurred character
c, we additionally summarise their defining char-
acteristics, which includes their core traits, appear-
ance, and quotes. These elements are extracted
separately because we have observed that the GPT
model tends to introduce more formatting errors
when tasked with extracting a larger set of defining
characteristics at once (Appendix §A).

Events For each event, we extract the descrip-
tion, the characters involved, the location, and
the conversation that takes place during the event.
This approach allows us to link each event with
its corresponding characters and locations, thereby
eliminating the need to extract the timeline of the
story. If multiple characters are involved in the
same event, we will also attempt to get the con-
versations between those characters in the event.
We extract conversations for two reasons: firstly,
there is no need to further extract the embedded
subevents (if any) as they are captured in conversa-
tional content. Secondly, it allows for a smoother
transition to new conversations between users (i.e.,
users’ chosen narrative characters) and agents (i.e.,
other characters in a narrative).

Settings Character locations and event environ-
ments, unless vital to the plot, are often vaguely
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Memory
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…

…

…

Characters

Environments

NarrativePlay

Interactable 
Events

Figure 2: Demonstration of our NarrativePlay through a pipeline view.

described in narratives and may thus require clar-
ification. This makes automatic extraction very
challenging. To overcome this, we propose focus-
ing on location of main storyline events extracted
from narratives and visualising settings rooted in
the event descriptions.

It is common to observe multiple mentions of
the same location in narratives. For example, “Old
people’s room”, “Grandparents’ room” and “Bed-
room” all refer to the same place. Additionally,
vague descriptions such as “Various locations”,
“Their house”, and “Unknown” are common and
further complicate the setting extraction task. Gen-
erating images from event environment descrip-
tions partly alleviates the issues of location co-
referencing. Moreover, while capturing dynamic
changes in location attributes, like the onset of
snowfall in winter, is challenging when extracted
directly from narratives, such details can be more
easily represented in the generated images.

While fostering meaningful interactions among
users and agents without traditional sandbox con-
straints is challenging, our solution reduces the
complexities of the world from the user-selected
character’s perspective. We guide the visibility
among agents via shared event participation.

2.2 Narrative Image and Speech Synthesis

Narrative Image Synthesis We leverage the
stable diffusion models as external knowledge
(Alayrac et al., 2022) to generate scenarios in
situations where information is lacking. While
creating specialised knowledge bases for specific
narrative worldviews (e.g., magical realms, post-
apocalyptic wastelands, futuristic settings) remains
a challenge, we adapt models trained on specific
picture styles, such as fairy tales and oil painting,

to auto-complete the intricate details of the location
settings.

We utilise character and event features extracted
for the text-to-image generative models as we dis-
cussed above. Our framework offers two modes of
image synthesis: (1) Local Synthesis: For users
with substantial compute resources, an open-source
text-to-image model, openjourney, accessible via
HuggingFace3, is used to generate images locally.
(2) Cloud-based Synthesis: For users with limited
compute resources, we have incorporated an API
request-based image generation service offered by
Hotpot AI4 into our framework for generating char-
acter portraits, which offers a more stable genera-
tion style. Additionally, for event image generation,
we employ Midjourney5 as it provides more vari-
eties and detailed pictures.

While advancements in video synthesis have
been notable (Singer et al., 2022), the considerable
computational resources required, coupled with the
subpar quality of the generated video, presently ren-
der the user experience suboptimal, thus precluding
its implementation at this stage.

Narrative Speech Synthesis Our multimodal
synthesis framework also includes the transforma-
tion of narrative text into compelling speech, en-
riching the experience with an auditory dimension.
For this crucial task, we primarily employ Text-to-
Speech (TTS) models from the FakeYou6 platform,
which offers over three thousand models, allowing
each narrative character a unique voice. With the
extensive TTS model assortment from FakeYou,

3https://huggingface.co/prompthero/openjourney
4https://hotpot.ai/
5https://www.midjourney.com/
6https://fakeyou.com/
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Model
Personality Appearance Environment Experienced Events

Genera
-tive Example Genera

-tive Example Genera
-tive Example Genera

-tive Example

Generative 
Agents X

John Lin 
A pharmacy shopkeeper at 
the Willow Market and 
Pharmacy who loves to help 
people…

X X ✔

1. wake up and complete the 
morning routine at 8:00 am, 
2. go to Oak Hill College to take 
classes starting 10:00 am,
3. …

The Turing 
Quest X

Balgruuf the Greater
Jarl of Whiterun, Loyal, 
Noble, Blonde…
Goal: The safety and 
prosperity of the people of 
whiterun…

X X X

1. Sitting on throne in 
dragonsreach. 
2. Contemplating the war and 
recent reports of dragons.
3. Give quests to players.

Werewolf X

Villagers
Discuss with all players 
including your enemies…
Objectives: You need to kill 
all werewolves with your 
partner…

X - X

You are playing a game called the 
Werewolf with some other 
players. This game is based on 
text conversations. Here are the 
game rules…

Avalon‘s 
Game of 
Thoughts

X
Merlin
Background: Know the 
identities of evil players …
Goal: Win without revealing 
identity…

X - X

1. Team Selection: Each round, 
the leader proposes a team to 
embark on a quest…
2. Quest Phase: Selected team 
decide to support or sabotage 
the quest…

Narrative-
Play
(Ours)

✔

Alice
Background: Alice is a young 
and curious girl…
Objective: To navigate the 
strange environment …

✔ ✔ ✔

1. Alice is tired of sitting by her 
sister on the bank...
2. A White Rabbit with pink eyes 
runs by Alice, exclaiming he's late. 
This piques Alice's curiosity…
3. …

Figure 3: Existing LLM-based interactive agents typically specialise in particular capabilities within predetermined
scenarios. This often demands significant manual configuration for characters and settings and lacks versatility.
Therefore, we have proposed to extract comprehensive character traits from narratives. Narratives inherently contain
detailed character-related information, such as Skills, Intents, and Relationships. Narratives also provide details on
Age, Gender, Wears, etc., which can be employed to generate the portrait and voice for characters. Additionally,
narratives encompass coherent events experienced by characters, adding depth and richness to each character.
As shown here, NarrativePlay can be applied to various types of narratives, serving as a general framework for
designing agents across diverse scenarios.

our framework facilitates the creation of diverse
and captivating narrative experiences.

A noteworthy feature of our approach is real-
time text-to-speech conversion, creating an interac-
tive and immersive storytelling environment that
sustains user engagement.

2.3 Main Storyline Progression

As shown in Figure 1, we progress the main story-
line with three stages:

Narrative Input In the process of creating an in-
teractive narrative with our system, the user begins
by selecting or uploading their chosen narrative.

Character Selection Following above, Narrative-
Play extracts the main storyline and subsequently
presents the information about the background and
characters. Users are then asked to select from
the listed major characters to begin their adven-
ture (Domínguez et al., 2016), which are defined
as those involved in at least 20% of the events.
We restrict users’ choices to the top major char-
acters in order to have a better story flow. The
agent’s memory is initialised at this stage, laying
the groundwork for future interactions.

Story Progression Once a character is selected,
we present events related to the chosen character
to the user. The location image is displayed as the
background picture and the event description ap-
pears as a narration in the black box at the top of the
page. Each event displays the involved characters
on the left, with the user-selected character on the
right. If there are conversations extracted for this
event, they will be played first with voice renditions.
Then, the user can click on any other character to
engage in conversations with them. During this
stage, NarrativePlay retrieves the most relevant,
recent, and important memories from the agent’s
past, ensuring continuity and context-awareness
(Harrell and Zhu, 2009) in the generated responses.
NarrativePlay also updates the agents’ memories
in accordance with the progression of events, user
inputs, and agent responses.

We assign a weight wm to each memory m to re-
trieve the top memories for use in the prompt. Con-
sequently, the weight of each memory, given the in-
put x, is defined as: wm = hm·hx

∥hm∥∥hx∥+c(I−i)+sm,
where hm is the embedding for memory m, hx is
the embedding for input x, c is the decay factor set
to 0.99, i ∈ {0, 1, ...I} is the event index (with I
being the current event index), and sm is the im-
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portance score given by GPT-3.5 based on the char-
acter and the memory. In summary, this equation
denotes: Retrieval Weight = Relevance +
Recency + Importance.

We generate responses using the character in-
formation, the current events, the user input, and
the retrieved memory using prompt in B.5. When
a user selects a character to interact with, we as-
sume the user’s character is approaching the chosen
character. There is a chance p, dependent on the
relationship between the two characters, that the
chosen character might initiate a conversation.

3 Evaluation

Evaluating such a system is challenging due to the
lack of gold-standard responses, especially about
events and environments. Human assessment de-
mands deep narrative understanding, making it
costly, and subjective interpretations may cause
low inter-annotator agreement.

We instead recruit three annotators to read whole
narratives and rate responses to our specifically de-
signed questions. We also explore automatic evalu-
ation methods using LLaMA-2-70B (Touvron et al.,
2023). We did not use GPT-4 for this purpose, as
it shares a significant amount of training data with
GPT-3.5, which could lead to an unfair evaluation.
For each evaluation aspect, we provide detailed in-
struction, including the corresponding rubric and
evaluation examples, to help both human annotator
and LLaMA to understand our scoring instruction.

Evaluations are conducted on two distinct nar-
rative types: the adventure story Charlie and the
Chocolate Factory (CCF) and the detective novel
Murder on the Orient Express (MOE).

3.1 Evaluation Schema

Player Questions We categorise player be-
haviours and outline questions that might be com-
monly asked by players in interactive narratives
into the following types: (1) Character: Questions
related to the characters themselves, which could
be about their background explicitly stated in the
story or traits that can only be implied from the
story, such as “What is your favourite colour?”. (2)
Clarification: Questions arise when a player is con-
fused or requires more information. They might
ask for explanations of story elements, reminders
of intents, or clarifications about confusing events
or instructions. This requires the capability to accu-
rately recall specific events or dialogues from their

memory. (3) Relationships: Queries concern the
relationships between characters, such as their cur-
rent status, history, or potential developments.(4)
Strategy: Queries to seek guidance on narrative
progress, requiring the agent to recall their short-
term or long-term intents. This type of question
various depending on a particular story, such as
“Which path should I take to reach [destination]
fastest?” in an adventure novel, and “What is the
best way to approach this puzzle?” in a detective
novel. (5) Hypothetical: Queries explore “what-if”
scenarios, asking how the characters might respond
under different conditions or actions.

Evaluation Aspects To evaluate our system’s
performance, we employ the controlled assessment
method used by Park et al. (2023) to examine the
responses from each individual agent. Inspired by
the previous work in chat-oriented dialogue sys-
tem evaluation (Finch et al., 2023), we chose the
following evaluation aspects, which are important
under our interactive narrative setting: Consistency,
Relevance, Empathy, Commonsense.
Further details on evaluation can be found in §C.

3.2 Evaluation Results
Extracted Information We first present the in-
formation extraction results in Table 1. ‘Incorrect’
refers to the percentage of extracted characters that
do not correspond to specific characters, such as
“unknown”, “somebody”, or “people worldwide”.
Such incorrect identifications commonly appear
for characters who are not central to the main plot
and might be encountered briefly without a signif-
icant role. Therefore, these errors typically have
a minimal impact on the main storyline. For cor-
rectly extracted characters, we assess the accuracy
of their extracted summaries, intents, appearances,
and speeches, ensuring they accurately correspond
to the target character. We also evaluate the percent-
age of duplications (e.g., “Mrs Caroline Hubbard”,
“elderly American lady”, and “Linda Arden”). Du-
plicated characters could detrimentally affect the
memories, as the memories for the same character
are saved as separate entities.

Story Incorrect ↓ Duplicate ↓ Summary↑ Intent↑ Appearance ↑ Voice ↑
CCF 0.191 0.211 0.868 0.816 0.921 0.868
MOE 0.272 0.407 0.898 0.576 0.915 0.780

Table 1: Extracted Information Evaluation.

Table 1 indicates that detective narrative poses
more significant challenges. Unlike in CCF, where
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characters are introduced the first time they ap-
peared in the story, in MOE, characters often at-
tempt to hide their true identities, and clues are
left for readers to discover. Consequently, they
often begin with an appearance description from
the main character’s perspective, such as “elderly
American lady”, or “a middle-aged woman dressed
in black with a broad, expressionless face. German
or Scandinavian”. As the story progresses, more
information about the character, including their
name, experiences, and intents, is revealed. This
can confuse the model, leading it to identify de-
scriptions at different stages as separate characters.
Furthermore, intents are challenging to identify
when characters first appeared in the narrative.

Agent Responses We carried out a comprehen-
sive human evaluation on the quality of agent re-
sponses on four aspects: We use 1-3 to repre-
sent {Inconsistent, Partially consistent, Consistent}
for consistency, {Irrelevant, Partially relevant,
relevant} for relevance, and {Non-empathetic, No
clue, Empathetic} for empathy. Additionally, we
use 1-2 to represent {Opposing, Conforming} for
Commonsense. As shown in Table 2, we observed
that while the agent performed well in terms of
relevance and commonsense, it fell short in con-
sistency and empathy for both narratives. For in-
stance, agents maintained a cheerful demeanour
and expressed enthusiasm for travel even after a
murder. Besides, agents often divulged everything
they knew from memory, which works for stories
like CCF, but is unsuitable for detective narratives
where characters may lie to serve their interests.

Consistency Relevance Empathy Commonsense
Category

w/o w/ w/o w/ w/o w/ w/o w/

Charlie and the Chocolate Factory

Overall 1.915 2.085 2.970 2.967 2.252 2.444 2.000 2.000
Major Characters 1.900 2.117 2.972 2.950 2.222 2.483 2.000 2.000
Minor Character 1.944 2.022 2.967 3.000 2.311 2.387 2.000 2.000

Fleiss’ kappa 0.486 0.317 0.337 1.000

Murder on the Orient Express

Overall 2.267 2.400 3.000 3.000 2.157 2.219 2.000 2.000
Major Characters 2.011 2.367 3.000 3.000 2.033 2.222 2.000 2.000
Minor Character 2.458 2.425 3.000 3.000 2.250 2.217 2.000 2.000

Fleiss’ kappa 0.404 1.000 -0.003 1.000

Table 2: Human evaluation on the quality of agent re-
sponses w/ and w/o the retrieved memory, as well as the
response quality between major and minor characters.

Equipped with memories, NarrativePlay sur-
passes the baseline that lacks memory. In CCF,
major characters perform better than minor ones,
likely due to their more detailed narratives guid-
ing LLMs to better understand the characters and

predict their behaviours. However, in MOE, minor
characters outperform major ones. This is likely
because the more complex responses required for
major characters are only minimally supported by
their memories, which are saved as separate enti-
ties due to the difficulty of LLMs in dealing with
multiple mentions of the same character.

Consistency Relevance Empathy Commonsense
Category

w/o w/ w/o w/ w/o w/ w/o w/

Charlie and the Chocolate Factory

Overall 1.433 1.333 1.633 1.547 1.587 1.507 0.613 0.567
Major Characters 1.467 1.500 1.567 1.700 1.433 1.467 0.600 0.617
Minor Character 1.411 1.222 1.656 1.444 1.667 1.533 0.400 0.411

Murder on the Orient Express

Overall 1.000 0.960 0.933 0.753 1.213 1.107 0.640 0.640
Major Characters 1.367 1.367 1.000 1.100 1.333 1.333 0.733 0.733
Minor Character 0.822 0.689 0.767 0.522 1.056 0.956 0.489 0.489

Table 3: Automatic Evaluation using LLaMa-2-70B.
LLaMa evaluates responses from major characters
higher than those from minor characters and rates re-
sponses without memory usage higher than those with
memory. We found there are still gaps between human
understanding and LLaMa.

While prior studies (Park et al., 2023; Auto-
GPT, 2023) have maxed out the context window at
4,096 tokens for each ChatGPT API call to enhance
reasoning and prompting, we found that a longer
prompt does not necessarily yield improved perfor-
mance. In fact, it may potentially distract the model
from focusing on the core information. Despite our
efforts to automatically adjust weights of the rele-
vant memories, their significance diminishes when
being incorporated into the prompt.

4 Conclusions and Future Work

NarrativePlay, a novel platform, transforms narra-
tives into interactive experiences, addressing chal-
lenges of storyline extraction, authentic character
creation, and versatile environment design. By fo-
cusing on the main events and leveraging advanced
LLMs, it aligns text, image, and speech, marking
a step forward in immersive interactive narratives.
Furthermore, we categorise player behaviours and
design commonly asked questions to evaluate the
system’s performance, and provide an evaluation
framework for interactive narratives. With a po-
tential for wider applications like game generation,
NarrativePlay paves the way for future advance-
ments in narrative understanding.

Our current work has the following limitations.
First, due to the lack of an API from Midjourney,
manual input of GPT-generated prompts is nec-
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essary. Although we provide HotPot API as an
alternative, the quality of its generated pictures is
inferior to those from Midjourney. Second, the
prolonged waiting time for the FakeYou API ad-
versely affects real-time generation, potentially im-
pairing user experience. Third, we assume a linear
event timeline in the input narrative, excluding time
jumps or flashbacks. Future work needs to explore
dealing with more complex narrative structures.
Fourth, human evaluation is expensive. For future
work, we plan to gather user activities to collect
data for evaluating our system’s performance.

Ethics

Although we have not identified any harmful out-
puts from ChatGPT in our study, it is worth not-
ing that previous research has observed instances
where ChatGPT produced unexpected results. We
encourage other researchers to utilise this frame-
work to scrutinise the output generated from spe-
cific prompts in ChatGPT that may have the poten-
tial to generate harmful information.
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A Response Format Errors

Unwanted Output GPT is trained as a chatbot,
so it tends to provide an explanation before gen-
erating the required output, often leading to the
inclusion of non-essential content. An example is
shown below:

In the given list , there are a few
characters that can be considered
duplicates based on certain keywords or
names:

Significantly, adopting a JSON format mitigates
this issue.(Li et al., 2023)

Incomplete Response However, when all tasks
are assigned to GPT in one go, the complexity often
results in omissions of required content. Therefore,
we divide the task into several steps, such as extract-
ing characters, events, and settings, as discussed in
Section 2.1.

Additionally, there are cases where the model
generates incomplete outputs, and this is not due
to a maximum token limit. The cause remains un-
known due to the opaque nature of the GPT model.
In such scenario, NarrativePlay outputs either null
results or some predefined values, depending on
whether there will be a potential disruption to the
narrative flow.

Syntax Error When GPT is tasked with generat-
ing text with specific structures, it might not always
do so correctly due to its limitations in understand-
ing complex formatting rules. Syntax errors can
cause challenges in parsing JSON. Here are some
examples of common errors:

1. Missing commas. We implement post-
processing to address issues such as missing syntax,
and, if errors persist, we instruct the GPT model to
rectify them.

{“keywords”: [“town”, “chocolate factory
”, “small”, “impoverished”, “mysterious”]
␣“description’: “The town is a small and
impoverished place with dull and dreary
surroundings. Most of the residents live
in humble conditions , struggling to

make ends meet.’}

2. Mixed double quotes and single quotes. JSON
need double quote on string to be parsed. We found
that, in most cases, this issue can be addressed by
using examples with double quotes in the prompt,
guiding GPT to adhere to our preferred format.

{‘keywords’: [‘town’, ‘chocolate factory
’, ‘small’, ‘impoverished’, ‘mysterious
’], ‘description’: ‘The town is a small
and impoverished place with dull and
dreary surroundings. Most of the
residents live in humble conditions ,
struggling to make ends meet.’}

3. Quotation marks within the value of a dictio-
nary. A similar correction can be achieved in most
cases by adding a backslash before double quotes
in the prompt examples to guide GPT to use the
escape character.

{“speaker”: “Grandpa Joe”, “content”:
“And then Mr Slugworth ’s factory began
making sugar balloons that you could
blow up to huge sizes before you popped
them with a pin and gobbled them up. And
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so on , and so on. And Mr Willy Wonka
tore his beard and shouted , “This is
terrible! I shall be ruined! There are
spies everywhere!”}

B Main Storyline Extraction

Because of the input limitation, we first divide an
input narrative into smaller chunks, ensuring that
individual sentences are kept intact.

A notable challenge when utilising LLMs for
Information Extraction (IE) is that the LLM-
generated outputs do not always follow our de-
sirable format, as shown in §A. In our context, we
employ the JSON formatting, system prompts, and
example outputs to mitigate such errors. Addi-
tionally, we implement post-processing to address
issues such as missing punctuation, and, if errors
persist, we instruct the GPT model to rectify them.
Despite these attempts, we can only reduce, not
completely eliminate, the output formatting errors.
In scenarios where the output format remains in-
correct, NarrativePlay outputs either null results
or some predefined values, depending on whether
there will be a potential disruption to the narrative
flow. For instance, if the intent of a character can
not be extracted, the system will leave this field
empty. Conversely, for character appearance, we
randomly choose a hair colour and an eye colour
as the default. Leaving the character appearance
field blank may lead to inconsistent attributes, for
example, the character’s eye colour may change
from blue to brown in the middle of a narrative.

We employ the most recent ChatGPT model
gpt-3.5-turbo for main storyline extraction and
example outputs obtained from the story using GPT-
4 to boost performance. In what follows, we de-
scribe in details how we extract various narrative el-
ements using ChatGPT. We highlighted the prompt
and variable(s) in blue in our designed prompt tem-
plate below:

B.1 Prompt for Personality Extraction

For an input narrative S, our initial step is to solicit
a list of the characters involved:

Find all characters in the given story, return in
JSON format
Extract characters in the story , here is
the format example: [{“name”: “Charlie

Bucket”}, {“name”: “Grandpa Joe”}]
Here is the story: S

To establish the personality for each character
as an interactive agent, we extract their core traits

using the following prompt:

Derive details pertaining to the specified
character from the provided text. If the
text lacks adequate details, make an inference.
Present the output in JSON format
Generate the character background
summary , keywords , and the intent of c.
The output format is {“summary”: “here is
the background”, “keywords”:

“personality keywords”, “intent”:
“character ’s intent”}.
Here is the story: S

In order to generate picture for each character, we
extract their appearance using the prompt:

Imagine the appearance of the specified character
from the provided text. Present the output in
JSON format.
Generate the appearance , gender and age
of c. {character description} The output
format is {“appearance”: “brown hair ,
blue eyes , poor”, “gender”: “male”, “age
”: “middle age”}.

In order to match the voice of each character, we
classify their gender and age using the prompt:

Identify the character’s gender and age. Present
the output in JSON format.
Identify the gender and age of c.
{character description} For gender , choose
from ‘male ’ or ‘female ’. For age , choose
from ‘child ’, ‘yongth ’, ‘middle age ’, ‘

old age ’. The output format is {“gender
”: “male”, “age”: “child”}.

B.2 Prompt for Event Extraction
To eliminate the need to extract the timeline of the
story, we link each event with its corresponding
characters and locations. This strategy is partic-
ularly useful for narratives where multiple events
could be described simultaneously, making it diffi-
cult to disentangle them. We assume that a charac-
ter cannot be present in multiple events simultane-
ously. Though this assumption may not hold all the
time, we found that it works well in our evaluated
scenarios. We leave the extraction of more complex
events as our future work.

To extract events, we employ the following
prompt:

Identify all events in the given story, return in
JSON format.
Extract a list of main events. Each
event should include the event name ,
characters involved in the event ,
location , and a detailed description.
Here is a format example: [{“event”:
“Grandpa Joe telling story about Prince
Pondicherry”, “character”: “Grandpa Joe ,
Charlie”, “location”: “Grandparents’ room
”, “ description”: “Grandpa Joe recounts
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the story of Prince Pondicherry , an
Indian prince who commissioned Mr Willy
Wonka to build a colossal palace
entirely out of chocolate. The palace
had one hundred rooms , and everything ,
from the bricks to the furniture , was
made of chocolate. Despite Mr Wonka ’s
warning that the palace wouldn’t last
long , the prince refused to eat it and
intended to live in it. However , on a
hot day , the palace melted , leaving the
prince swimming in a lake of chocolate.
The family finds the story amusing ,
highlighting Mr Wonka ’s incredible
creations.”}]
Here is the story: S

B.3 Prompt for Conversation Extraction
To extract conversations that occur within the event,
we employ the following prompt:

Find all conversation, their speakers and content
in the given story, return in JSON format.
Extract the conversation link to the
given event as a list: {event description}
Here is a format example: [{“speaker ":
“Grandpa Joe", “content ": “Not people ,
Charlie. Not ordinary people , anyway ."},
{“speaker ": “Charlie Bucket", “content ":
“Then who?"}, {“speaker ": “Grandpa Joe",
“content ": “Ah-ha . . . That ’s it, you

see . . . That ’s another of Mr Willy
Wonka ’s clevernesses ."}]
Here is the story: S

B.4 Prompt for Setting Extraction
Existing research predominantly concentrates on
agent behaviours within manually constructed sand-
boxes, where environments, agents, and actions are
pre-defined (Côté et al., 2018; Hausknecht et al.,
2020). However, constructing sandboxes for nar-
ratives with diverse backgrounds and settings is
resource-intensive and lacks generalisability.

To visualise the settings, we extract the descrip-
tion of the location using the following prompt:

Generate keywords and descriptions for the given
locations in the story. The description should
only describe the environment and NOT include
people. The output should be in JSON format.
For the location: l
Extract keywords and description of the
location looking. For example , with
location “small wooden house”, output {
“keyword”: “Cozy , cramped , inadequate
space”, “description”: “The small wooden
house with its wooden exterior has
limited space , and there was only one
bed.”}. With location “town”, output {
“keyword”: “chocolate factory , small ,
impoverished , mysterious”, “description”:
“Most residents live in humble ,

impoverished conditions , with dull and
dreary surroundings. The town\’s

ordinary and monotonous appearance
starkly contrasts the wonder and magic
that unfolds within the walls of the
famous chocolate factory.”}
Here is the story: S

B.5 Prompt for Conversation Response
To initialise a conversation with the user, we em-
ploy the following prompt:

As {character}, engage in a dialogue with the
intent of {intent}. Respond to the
conversation using the given context or memories
and limit your response to under 50 words. Please
submit your response in JSON format.
YOU are: {character}
{event description}
Initiates a conversation with {user’s
character}.
Here is your memory: {memory}
Give your response in format {“response
”: “here is the response”}.

To generate response for the user input, we em-
ploy the following prompt:

As {character}, engage in a dialogue with the
intent of {intent}. Respond to the
conversation using the given context or memories
and limit your response to under 50 words. Please
submit your response in JSON format.
YOU are: {character}
{event description}
Here is your memory: {memory}
Response according to what SAYS to you:
{user input} Give your response in format
{“response”: “here is the response”}.

C Further Evaluation Details

C.1 Evaluation Instruction
For each evaluation aspect, we provide rubric and
evaluation examples to both human annotator and
LLaMA for scoring. For example, in the event
where Mr Wonka gives Charlie and Grandpa Joe
mugs of chocolate from the river remarking on
their seemingly hungry appearance, we ask Char-
lie Bucket “If you were to spend time with some-
one, who would it be, and why?”. Then Charlie’s
response will be scored from the following four
aspects.

(1) Consistency Assessing if the response con-
flicts with prior settings. We give inconsistent, par-
tially consistent and consistent example responses
as follows:

• Inconsistent Response from Charlie: “I want
to spend time with Mr. Salt, because we share
a love for chocolate.” It contradicts Char-
lie’s character. Mr. Salt is Veruca Salt’s father,
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Category Question

Character Who are you? What is your purpose?
Clarification Who is [name], and why do we need to locate him?
Relationships Do you recognise that lady? Are you acquainted with her?

Strategy What is the most effective way to solve this puzzle?
Hypothetical (CCF) If you owned this factory, what would you do?
Hypothetical (MOE) If your friend were to be killed and the legal system could not bring the perpetrator to justice, what would you do?

Table 4: Evaluation Questions

not known for loving chocolate, and Charlie’s
relationship with him is not portrayed as par-
ticularly close.

• Partially Consistent Response from Charlie:
“Look, Mother, look! I’ve found the last Golden
Ticket! It’s mine! I bought two bars of choco-
late and one of them had the Golden Ticket!
It’s the fifth one, Mother!” The response is in
line with Charlie’s character but contradicts
recent events: Charlie has already had the
ticket for a while, and is currently visiting the
factory.

• Consistent Response from Charlie: “If I could
spend time with anyone, it would be Mr. Willy
Wonka. I am fascinated by his chocolate fac-
tory and the magic he creates with chocolate.
I would love to learn from him and see the
wonders of his factory firsthand.” The answer
is in line with Charlie’s character, as depicted
in the narrative. Charlie is known to admire
Willy Wonka and his magical chocolate fac-
tory. The response, while not directly men-
tioning the event of receiving a chocolate mug
from Mr. Wonka, remains consistent with the
established context and Charlie’s fascination
with Mr. Wonka and his factory.

We utilise the following prompt to generate con-
sistent evaluation from LLaMA:

Evaluate the consistency of the agent’s response
based on the given setup, which includes the
context event, the question asked, and the agent
who is answering the question. The output should
be in JSON format.
Consistency evaluates if the response
conflicts with prior settings. Based on
the consistency of the agent ’s response ,
category it into “Inconsistent”,
“Partially Consistent”, or “Consistent”.

(2) Relevance Evaluating if the response disre-
gards the player’s recent inquiry. Here are some
example responses identified as inrelevant, partially
relevant and relevant:

• Inrelevant Response from Charlie: “Look,
Mother, look! I’ve found the last Golden
Ticket! It’s mine! I bought two bars of choco-
late and one of them had the Golden Ticket!
It’s the fifth one, Mother!” It totally ignores
the question.

• Partially Relevant Response from Charlie: “I
enjoy reading books in my free time. My
favourite author is Roald Dahl.” The response
tries to answer the question but end up being
off-topic.

• Relevant Response from Charlie: “If I could
spend time with anyone, it would be Mr. Willy
Wonka. I am fascinated by his chocolate fac-
tory and the magic he creates with chocolate.
I would love to learn from him and see the
wonders of his factory firsthand.” The answer
directly responds to and answers the question.

To acquire relevance evaluation from LLaMA,
we utilize the following prompt:

Evaluate the relevance of the agent’s response
based on the given setup, which includes the
context event, the question asked, and the agent
who is answering the question. The output should
be in JSON format.
Relevance evaluates whether the response
ignores what the player just said.

Based on the relevance of the agent ’s
response , category it into “Inrelevant”,
“Partially Relevant”, or “Relevant”.

(3) Empathy: Evaluates whether the response
showcases suitable emotional reactions and accu-
rate understanding of emotions as a human would.
For instance, if Charlie asks Grandpa Joe, “who are
you”, a human-like response would include an emo-
tional reaction such as anger or sadness, which is
often missed in agents’ responses. We category re-
sponse empathy into non-empathetic, no clue, and
empathetic, and list three corresponding instances:

• Non-empathetic Response from Charlie:
“Grandpa Joe is my grandpa. The last time
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I met him, I jumped into the camera and dis-
appeared! It was awesome!” He was likely
shocked or scared due to the physical transfor-
mation after jumping into the camera, so the
emotion here is incorrect.

• No Clue Response from Charlie: “Grandpa
Joe is Charlie’s grandfather. Last time, he
was helping Charlie out of the chocolate river.”
No clear sentiment is shown in this response.

• Empathetic Response from Charlie:
“Grandpa Joe is one of my boring, old
grandparents. The last time I met him, he
tried to stop me from watching TV and made
me go outside to play. It was so annoying!”
Even this is incoherent, it shows correct
emotion of the character.

To generate empathy evaluation from LLaMA, we
employ the following prompt:
Evaluate the empathy of the agent’s response
based on the given setup, which includes the
context event, the question asked, and the agent
who is answering the question. The output should
be in JSON format.
Empathy evaluates whether the response
showcases suitable emotional reactions
and accurate understanding of emotions
as a human would.
Based on the empathy of the agent ’s
response , category it into “Non -
empathetic”, “No Clue”, or “Empathetic.

(4) Commonsense Evaluates how much the re-
sponse fits the narrative world. Followings are two
example responses identified as opposing or con-
forming in commonsense:

• Opposing Response from Charlie: “Grandpa
Joe is a giraffe, and the last time I saw him, he
was flying in the sky.” This statement defies
common sense in two ways. First, Grandpa
Joe is a human, not a giraffe. Second, nei-
ther humans nor giraffes can fly in the context
given.

• Conforming Response from Charlie:
“Grandpa Joe is Charlie Bucket’s grandfather.
The last time I met him, we were both inside
Willy Wonka’s Chocolate Factory. He was
accompanying Charlie during the tour.” It
accurately identifies who Grandpa Joe is and
provides a reasonable recounting of their last
meeting according to the narrative.

We employ the following prompt, in order to gen-
erate commonsense evaluation from LLaMA:

Evaluate the commonsense of the agent’s response
based on the given setup, which includes the
context event, the question asked, and the agent
who is answering the question. The output should
be in JSON format.
Commonsense evaluates how much the
response fits the narrative world.
Based on the commonsense of the agent ’s
response , category it into “Opposing”,
or “Conforming”.

C.2 Setting
For major characters, we further assessed their an-
swers across different turns. This distinction is
critical since narratives typically depict major char-
acters as dynamic, undergoing change, whereas mi-
nor characters remain static. We used the prompt
without any memory as our baseline.

C.3 Annotators
For the evaluation process, we enlisted the exper-
tise of three PhD students from computer science
backgrounds. These annotators have read and com-
prehended the two narratives provided. Prior to
the tasks, they underwent training on evaluation
schema. They were compensated at an hourly rate
of $31.92, and each task was estimated to take
about 8 hours to complete.
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Abstract

Neural machine translation (NMT) is a widely
popular text generation task, yet there is a con-
siderable research gap in the development of
privacy-preserving NMT models, despite sig-
nificant data privacy concerns for NMT sys-
tems. Differentially private stochastic gradi-
ent descent (DP-SGD) is a popular method
for training machine learning models with con-
crete privacy guarantees; however, the imple-
mentation specifics of training a model with
DP-SGD are not always clarified in existing
models, with differing software libraries used
and code bases not always being public, lead-
ing to reproducibility issues. To tackle this, we
introduce DP-NMT, an open-source framework
for carrying out research on privacy-preserving
NMT with DP-SGD, bringing together numer-
ous models, datasets, and evaluation metrics in
one systematic software package. Our goal is
to provide a platform for researchers to advance
the development of privacy-preserving NMT
systems, keeping the specific details of the
DP-SGD algorithm transparent and intuitive
to implement. We run a set of experiments on
datasets from both general and privacy-related
domains to demonstrate our framework in use.
We make our framework publicly available and
welcome feedback from the community.1

1 Introduction

Privacy-preserving natural language processing
(NLP) has been a recently growing field, in large
part due to an increasing amount of concern regard-
ing data privacy. This is especially a concern in
the context of modern neural networks memorizing
training data that may contain sensitive information
(Carlini et al., 2021). While there has been a body
of research investigating privacy for text classifica-
tion tasks (Senge et al., 2022) and language models
(Hoory et al., 2021; Anil et al., 2022), there has
not been as much focus on text generation tasks, in

1https://github.com/trusthlt/dp-nmt

particular neural machine translation (NMT). How-
ever, NMT is particularly worrying from a privacy
perspective, due to a variety of machine translation
services available online that users send their per-
sonal data to. This includes built-in NMT services
to existing websites, e-mail clients, and search en-
gines. After data has been sent to these systems, it
may be further processed and used in the develop-
ment of the NMT system (Kamocki and O’Regan,
2016), which has a significant risk of being memo-
rized if trained in a non-private manner.

One of the most popular methods for tackling
this privacy issue is differential privacy (DP), being
a formal framework which provides probabilistic
guarantees that the contribution of any single data
point to some analysis is bounded. In the case of
NLP and machine learning (ML), this means that a
data point associated with some individual which is
included in the model’s training data cannot stand
out ‘too much’ in the learning process of the model.

The DP-SGD algorithm (Abadi et al., 2016b) is
one of the most standard methods to achieve this
for ML systems, yet implementations of DP-SGD
often lack some technical details on the specifics
of the algorithm. In particular, this includes the
privacy amplification method assumed for calculat-
ing the privacy budget ε when composed over all
training iterations of the model. This means that
the exact strength of the privacy protection that
the resulting systems provide is not clear, with the
‘standard’ random shuffling method for iterating
over batches providing a weaker privacy guarantee
for the training data than Poisson sampling. With
different implementations using different software
libraries, the community currently does not have
a consistent platform for conducting experiments
for scalable differentially private systems, such as
NMT.

To tackle this problem, we develop a modular
framework for conducting research on private NMT
in a transparent and reproducible manner. Our pri-
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mary goal is to allow for a deeper investigation into
the applications of DP for NMT, all while ensuring
that important theoretical details of the DP-SGD
methodology are properly reflected in the imple-
mentation. Following previous work on DP-SGD
(Subramani et al., 2021; Anil et al., 2022), we im-
plement our framework in the JAX library (Brad-
bury et al., 2018), which provides powerful tools
that help to reduce the significant computational
overhead of DP-SGD, allowing for scalability in
implementing larger systems and more extended
training regimes.

Our primary contributions are as follows. First,
we present DP-NMT, a framework developed in
JAX for leading research on NMT with DP-SGD.
It includes a growing list of available NMT models,
different evaluation schemes, as well as numerous
datasets available out of the box, including standard
datasets used for NMT research and more specific
privacy-related domains. Second, we demonstrate
our framework by running experiments on these
NMT datasets, providing one of the first investi-
gations into privacy-preserving NMT. Importantly,
we compare the random shuffling and Poisson sam-
pling methods for iterating over training data when
using DP-SGD. We demonstrate that, in addition
to the theoretical privacy guarantee, there may in-
deed be differences in the model performance when
utilizing each of the two settings.

2 DP-SGD and subsampling

We describe the main ideas of differential privacy
(DP) and DP-SGD in Appendix A. We refer to
Abadi et al. (2016b); Igamberdiev and Habernal
(2022); Habernal (2021, 2022); Hu et al. (2024) for
a more comprehensive explanation.

A key aspect of the DP-SGD algorithm (see
Alg. 1 in the Appendix) is privacy amplification
by subsampling, in which a stronger privacy guar-
antee can be obtained for a given dataset x when
a subset of this dataset is first randomly sampled
(Kasiviswanathan et al., 2011; Beimel et al., 2014).
If the sampling probability is q, then the overall
privacy guarantee can be analyzed as being approx-
imately qε.

A key point here is the nature of this sampling
procedure and the resulting privacy guarantee. The
moments accountant of Abadi et al. (2016b), which
is an improvement on the strong composition theo-
rem (Dwork et al., 2010) for composing multiple
DP mechanisms, assumes Poisson sampling. Un-

der this procedure, each data point is included in
a mini-batch with probability q = L/N , with L
being the lot size and N the size of the dataset. An
alternative method to Poisson sampling is uniform
sampling, in which mini-batches of a fixed size
are independently drawn at each training iteration
(Wang et al., 2019; Balle et al., 2018).

In practice, however, many modern implementa-
tions of DP-SGD utilize random shuffling, with
the dataset split into fixed-size mini-batches. Sev-
eral training iterations thus form an epoch, in which
each training data point appears exactly once, in
contrast to Poisson sampling for which the origi-
nal notion of ‘epoch’ is not quite suitable, since
each data point can appear in any training iteration
and there is no “single passing of the training data
through the model”. In Abadi et al. (2016b), the
term epoch is redefined as N

L lots, being essentially
an expectation of the number of batches when uti-
lizing N data points for training the model. While
simply shuffling the dataset can indeed result in
privacy amplification (Erlingsson et al., 2019; Feld-
man et al., 2022), the nature of the corresponding
privacy guarantee is not the same as the guaran-
tee achieved by Poisson sampling, generally being
weaker. We refer to Ponomareva et al. (2023, Sec-
tion 4.3) for further details.

3 Related work

3.1 Applications of DP-SGD to NLP

The application of DP-SGD to the field of NLP has
seen an increasing amount of attention in recent
years. A large part of these studies focus on differ-
entially private pre-training or fine-tuning of lan-
guage models (Hoory et al., 2021; Yu et al., 2021;
Basu et al., 2021; Xu et al., 2021; Anil et al., 2022;
Ponomareva et al., 2022; Shi et al., 2022; Wu et al.,
2022; Li et al., 2022; Yin and Habernal, 2022; Mat-
tern et al., 2022; Hansen et al., 2022; Senge et al.,
2022). A primary goal is to reach the best possible
privacy/utility trade-off for the trained models, in
which the highest performance is achieved with the
strictest privacy guarantees.

In the general machine learning setting, the exact
sampling method that is used for selecting batches
at each training iteration is often omitted, since this
is generally not a core detail of the training method-
ology. Possibly for this reason, in the case of pri-
vately training a model with DP-SGD, the sampling
method is also often not mentioned. However, in
contrast to the non-private setting, here sampling
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is actually a core detail of the algorithm, which
has an impact on the privacy accounting proce-
dure. In the case that experimental descriptions
with DP-SGD include mentions of epochs with-
out further clarification, this in fact suggests the
use of the random shuffling scheme, as opposed
to Poisson sampling, as described in Section 2. In
addition, sometimes the code base is not publicly
available, in which case it is not possible to validate
the sampling scheme used.

Finally, standard implementations of DP-SGD
in the Opacus (Yousefpour et al., 2021) and
TensorFlow Privacy (Abadi et al., 2016a) li-
braries often include descriptions of DP-SGD im-
plementations with randomly shuffled fixed-size
batches. For instance, while Opacus currently has a
DPDataLoader class which by default uses their
UniformWithReplacementSampler class
for facilitating the use of Poisson sampling, some
of the tutorials currently offered appear to also use
static batches instead.2 A similar situation is true
for TensorFlow Privacy.3 While these libraries sup-
port per-example gradients as well, several core
features of JAX make it the fastest and most scal-
able option for implementing DP-SGD (Subramani
et al., 2021), described in more detail below in
Section 4.

We therefore stress the importance of clarifying
implementation details that may not be as vital in
the general machine learning setting, but are very
relevant in the private setting. As described by
Ponomareva et al. (2023), it is an open theoretical
question as to how random shuffling and Poisson
sampling differ with respect to privacy amplifica-
tion gains, with known privacy guarantees being
weaker for the former.

3.2 Private neural machine translation

The task of private neural machine translation re-
mains largely unexplored, with currently no stud-
ies we could find that incorporate DP-SGD to an
NMT system. Wang et al. (2021) investigate NMT
in a federated learning setup (McMahan et al.,
2017), with differential privacy included in the ag-
gregation of parameters from each local model,
adding Laplace noise to these parameters. Several
other studies explore NMT with federated learning,

2https://opacus.ai/tutorials/building_
image_classifier.

3https://www.tensorflow.org/
responsible_ai/privacy/tutorials/
classification_privacy.

but do not incorporate differential privacy in the
methodology (Roosta et al., 2021; Passban et al.,
2022; Du et al., 2022). Hisamoto et al. (2020), ap-
plied a membership inference attack (Shokri et al.,
2017) on a 6-layer Transformer (Vaswani et al.,
2017) model in the scenario of NMT as a service,
with the goal of clients being able to verify whether
their data was used to train an NMT model. Finally,
Kamocki and O’Regan (2016) address the general
topic of privacy issues for machine translation as
a service. The authors examine how these MT ser-
vices fit European data protection laws, noting the
legal nature of various types of data processing that
can occur by both the provider of such a service, as
well as by the users themselves.

4 Description of software

The aim of our system is to offer a reliable and
scalable approach to achieve differentially private
machine translation. Figure 1 illustrates the cen-
tral structure of our system. The user can upload
a translation dataset that is either accessible on
the HuggingFace Datasets Hub4 or is provided by
us out of the box, and integrate it seamlessly for
both training and efficient privacy accounting, uti-
lizing HuggingFace’s Datasets library (Lhoest et al.,
2021).

Accelerated DP-SGD with JAX and Flax Our
goal is to accelerate DP-SGD training through the
use of a Transformer model implemented with
JAX and Flax (Bradbury et al., 2018; Heek et al.,
2023). The speed of training DP-SGD in the frame-
work can be considerably enhanced through vector-
ization, just-in-time (JIT) compilation, and static
graph optimization (Subramani et al., 2021). JIT
compilation and automatic differentiation are de-
fined and established on the XLA compiler. JAX’s
main transformation methods of interest for fast
DP-SGD are grad, vmap, and pmap, offering the
ability to mix these operations as needed (Yin and
Habernal, 2022). In the DP-SGD scenario, com-
bining grad and vmap facilitates efficient com-
putation of per-example gradients by vectorizing
the gradient calculation along the batch dimension
(Anil et al., 2022). Additionally, our training step
is decorated by pmap to leverage the XLA com-
piler on multiple GPUs, significantly accelerating
training speed. The framework offers to conduct
experiments with multiple encoder-decoder models

4https://huggingface.co/datasets
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Figure 1: Framework Pipeline. Similar components are represented with different colors. Green: Dataset selection.
Blue: Experimental configurations (including privacy settings). Grey: Dataset preparation. Orange: Model-specific
elements. Red: Model training. Purple: Model inference. Yellow: Output of experiments.

and integrate new seq2seq models, in addition to
existing ones, such as mBART (Liu et al., 2020),
T5 (Raffel et al., 2020), and mT5 (Xue et al., 2021).
When selecting a model, the corresponding prepro-
cessor will prepare the dataset accordingly. This
allows the software to be flexible and modular, en-
abling researchers to exchange models and datasets
to perform a range of private NMT experiments.

Model training and inference The experimental
workflow of our framework works in two phases,
namely model training and model inference. For
both phases, the process begins with a data loader
that can be either a framework-provided dataset or
a user-specified dataset. Subsequently, the loaded
dataset is prepared based on user-defined param-
eters, including standard options (e.g. sequence
length), as well as parameters relating to DP-SGD
(e.g. data loader type, sampling method, and batch
size). After selecting the model, the user sepa-
rates it into different procedures according to the
model type. Subsequently, the model is initiated,
optionally from a checkpoint that has already been
trained. Then, the primary experiment is carried
out based on the specified mode, which includes (1)
fine-tuning on an existing dataset, (2) using an ex-
isting fine-tuned checkpoint to continue fine-tuning
on the dataset, or (3) inference without teacher
forcing.

Integrating DPDataloader from Opacus
One notable improvement in our software is the
incorporation of the DPDataloader from Opa-
cus (Yousefpour et al., 2021) for out-of-the-box
Poisson sampling. This is different from the exist-
ing approaches in JAX used by Yin and Habernal
(2022); Subramani et al. (2021); Ponomareva et al.
(2022), who employ iteration over a randomly shuf-
fled dataset, which theoretically provides weaker
DP bounds. Evaluation metrics such as BLEU (Pa-
pineni et al., 2002) and BERTScore (Zhang et al.,
2020) are available for each mode. We incorpo-
rate the differential privacy component during the
training phase of the systems.

Engineering challenges for LLMs Throughout
development, we encountered multiple engineer-
ing challenges. Initially, our academic budget lim-
itations made it difficult to train a larger model
due to the significant memory consumption during
per-example gradient calculations. Consequently,
we anticipated a relatively small physical batch
size on each GPU. We attempted to freeze parts of
the model for faster training and improved mem-
ory efficiency, as Senge et al. (2022) noted. How-
ever, in Flax, the freezing mechanism only occurs
during the optimization step and does not affect
per-example gradient computation. Therefore, it
does not solve the issue of limited physical batch
sizes. Multiple reports suggest that increasing the
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lot size leads to better DP-SGD performance due
to an improved gradient signal-to-noise ratio and
an increased likelihood of non-duplicated example
sampling across the entire dataset (Hoory et al.,
2021; Yin and Habernal, 2022; Anil et al., 2022).
However, compared to previous work on large mod-
els that mostly relied on dataset iteration (Yin and
Habernal, 2022; Ponomareva et al., 2022), imple-
menting the original DP-SGD with large lots using
Poisson sampling, a large language model (LLM)
with millions of parameters, and on multiple GPUs
presents a challenge that makes comparison dif-
ficult. To address this issue, we first conduct a
sampling process on a large dataset, then divide it
into smaller subsets that the GPU can handle. We
then build up the large lot using gradient accumula-
tion. It is crucial that we refrain from implementing
any additional normalization operations that might
change the gradient sensitivity (Ponomareva et al.,
2023; Hoory et al., 2021), prior to the noise addi-
tion step.

5 Experiments

To demonstrate our framework in use, fill the gaps
on current knowledge of the privacy/utility trade-
off for the task of NMT, as well as examine the
effects of using random shuffling vs. Poisson sam-
pling, we run a series of experiments with DP-SGD
on several NMT datasets, using a variety of privacy
budgets.

5.1 Datasets

We utilize datasets comprising two main types of
settings. The first is the general NMT setting for
comparing our models with previous work and in-
vestigating the effectiveness of DP-SGD on a com-
mon NMT dataset. For this we utilize WMT-16
(Bojar et al., 2016), using the German-English (DE-
EN) language pair as the focus of our experiments.

The second setting is the more specific target do-
main of private texts that we are aiming to protect
with differentially private NMT. For the sake of re-
producibility and ethical considerations, we utilize
datasets that imitate the actual private setting of
processing sensitive information, namely business
communications and medical notes, but are them-
selves publicly available. The first dataset is the
Business Scene Dialogue corpus (BSD) (Rikters
et al., 2019), which is a collection of fictional busi-
ness conversations in various scenarios (e.g. “face-
to-face”, “phone call”, “meeting”), with parallel

data for Japanese and English. While the original
corpus consists of half English → Japanese and
half Japanese → English scenarios, we combine
both into a single Japanese → English (JA-EN)
language pair for our experiments.

The second dataset is ClinSPEn-CC (Neves et al.,
2022), which is a collection of parallel COVID-19
clinical cases in English and Spanish, originally
part of the biomedical translation task of WMT-22.
We utilize this corpus in the Spanish → English
(ES-EN) direction. These latter two datasets simu-
late a realistic scenario where a company or public
authority may train an NMT model on private data,
for later public use. We present overall statistics
for each dataset in Table 1.

Dataset Lang. Pair # Trn.+Vld. # Test
WMT-16 DE-EN 4,551,054 2,999
BSD JA-EN 22,051 2,120
ClinSPEn-CC ES-EN 1,065 2,870

Table 1: Dataset statistics. Trn.: Train, Vld.: Validation.

5.2 Experimental setup

For each of the above three datasets, we fine-tune a
pre-trained mT5 model (Xue et al., 2021), opting
for the mT5-small5 version due to computational
capacity limitations described in Section 4. We
compare ε values of∞, 1000, 5, and 1, represent-
ing the non-private, weakly private, moderately pri-
vate, and very private scenarios, respectively (see
Lee and Clifton (2011); Hsu et al. (2014); Weiss
et al. (2023) for a more detailed discussion on se-
lecting the ‘right’ ε value). We fix the value of
δ to 10−8 for all experiments, staying well below
the recommended δ ≪ 1

N condition (Abadi et al.,
2016b).

For all of the above configurations, we compare
two methods of selecting batches of data points
from the dataset for our DP-SGD configurations,
namely random shuffling and Poisson sampling.
Following previous work (Hoory et al., 2021; Anil
et al., 2022; Yin and Habernal, 2022), we utilize
very large batch sizes for both of these methods,
setting L to a large value and building up the re-
sulting drawn batches with gradient accumulation
for the latter method, as described in Section 4. We
refer to Appendix B for a more detailed descrip-
tion of our hyperparameter search. We evaluate our

5https://huggingface.co/google/
mt5-small
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Figure 2: Test BLEU scores for each of the three
datasets using varying privacy budgets, comparing the
random shuffling and Poisson sampling methods to iter-
ate over the dataset. Non-private results are additionally
shown for each dataset (ε =∞) with random shuffling.
Lower ε corresponds to a stronger privacy guarantee.

model outputs using BLEU (Papineni et al., 2002),
and BERTScore (Zhang et al., 2020) metrics.

5.3 Results and Discussion
Figure 2 shows the results of our experiments, re-
porting BLEU scores on the test partition of each
dataset.

Privacy/utility trade-off We verify the sound-
ness of our models in the non-private setting (ε =
∞) by comparing with past non-private results, par-
ticularly for the commonly used WMT-16 dataset.
For WMT-16 DE-EN, we reach a BLEU score of
36.2, being similar to past models (e.g. Wei et al.
(2021) obtain a BLEU score of 38.6 using their
137B parameter FLAN model). In the case of BSD
and ClinSPEn-CC, these datasets are not as ‘stan-
dard’ within the NMT community, and therefore
have a more limited chance for comparison.

For private results, we can see a clear differ-
ence between the drop in WMT-16 performance
vs. that of BSD and ClinSPEn-CC. This is not at
all surprising, given that the latter two datasets are
vastly smaller in comparison to WMT-16, making
it far more difficult to train an NMT model, partic-
ularly in the noisy setting of DP-SGD. In addition,
ClinSPEn-CC contains a large amount of compli-
cated medical terminology that adds an extra layer
of difficulty for a model. We therefore need to

conduct further investigations into applications of
DP-SGD to very small datasets in order to reach
more meaningful ε values.

Method of dataset iteration When compar-
ing random shuffling with Poisson sampling, we
can see practically no difference for BSD and
ClinSPEn-CC, most likely due to the low DP-SGD
results for these two datasets. The differences are
more notable for WMT-16, where there is a clear
gap between the two sets of configurations. For
instance, at ε = 1, WMT-16 shows a BLEU score
of 19.83 when using random shuffling, in contrast
to 2.35 with Poisson sampling. The latter method
therefore shows a far greater drop from the non-
private setting, improving more gradually as ε is
increased.

There are several possible explanations for this.
With Poisson sampling, while each data point has
an equal probability of being drawn to make up a
particular batch, it is possible that some data points
end up being drawn more frequently than others for
several training iterations. This may have an impact
on the model learning process, possibly missing
out on the signal from certain useful data points at
various stages of training. Another reason may be
that we simply require additional hyperparameter
optimization with Poisson sampling, expanding the
search space further.

6 Conclusion

We have introduced DP-NMT, a modular frame-
work developed using the JAX library, with the
goal of leading research on neural machine transla-
tion with DP-SGD. To demonstrate our framework
in use, we have presented several experiments on
both general and privacy-related NMT datasets,
comparing two separate approaches for iterating
over training data with DP-SGD, and facilitating
in filling the research gap on the privacy/utility
trade-off in this task. We are continuing to actively
expand the framework, including the integration
of new models and NMT datasets. We hope that
our framework will help to expand research into
privacy-preserving NMT and welcome feedback
from the community.

Ethics and Limitations

An important ethical consideration with regards
to our framework is its intended use. We strive
to further the field of private NMT and improve
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the current knowledge on how to effectively apply
differential privacy to data used in NMT systems.
However, applications of differential privacy to tex-
tual data are still at an early research stage, and
should not currently be used in actual services
that handle real sensitive data of individuals.

The primary reason for this is that our under-
standing of what is private information in textual
data is still very limited. Applications of differen-
tial privacy in the machine learning setting provide
a privacy guarantee to each individual data point.
In the context of DP-SGD, this means that if any
single data point is removed from the dataset, the
impact on the resulting model parameter update is
bounded by the provided multiplicative guarantee
in Eqn. 1. In other words, it does not stand out ‘too
much’ in its contribution to training the model.

For textual data, a single data point will often be
a sentence or document. However, this does not
mean that there is a one-to-one mapping from indi-
viduals to sentences and documents. For instance,
multiple documents could potentially refer to the
same individual, or contain the same piece of sen-
sitive information that would break the assumption
of each data point being independent and identi-
cally distributed (i.i.d.) in the DP setting. Thus,
we require further research on how to properly ap-
ply a privacy guarantee to individuals represented
within a textual dataset. We refer to Klymenko
et al. (2022); Brown et al. (2022); Igamberdiev and
Habernal (2023) for a more comprehensive discus-
sion on this.
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A Background on Differential Privacy
and DP-SGD

Differential Privacy Differential privacy (DP) is
a mathematical framework which formally guar-
antees that the output of a randomized algorithm
M : X → Y abides by the following inequality in
Eqn. 1, for all neighboring datasets x, x′ ∈ X , i.e.
datasets which are identical to one another, with
the exception of one data point (Dwork and Roth,
2013)

Pr[M(x) ∈ S] ≤ eε Pr[M(x′) ∈ S] + δ, (1)

for all S ⊆ Y .
We refer to the algorithm M as being (ε, δ)-

differentially private, where ε ∈ [0,∞), also
known as the privacy budget, represents the
strength of the privacy guarantee. A lower ε value
represents an exponentially stronger privacy pro-
tection. δ ∈ [0, 1] is a very small constant which
relaxes the pure differential privacy of (ε, 0)-DP,
providing better composition when iteratively ap-
plying multiple DP mechanisms to a given dataset.

In order to transform a non-private algorithm f :
X → Y into one satisfying an (ε, δ)-DP guarantee,
we generally add Gaussian noise to the output of
f . Overall, the whole process restricts the degree
to which any single data point can stand out when
applying algorithmM on a dataset.

DP-SGD A popular method for applying DP to
the domain of machine learning is through differen-
tially private stochastic gradient descent (DP-SGD)
(Abadi et al., 2016b). The core of the methodol-
ogy relies on adding two extra steps to the orig-
inal stochastic gradient descent algorithm. For
any input data point xi, we first calculate the gra-
dient of the loss function for a model with pa-
rameters θ, L(θ), at training iteration t. Hence,
gt(xi) = ∇θtL(θt, xi).

We then incorporate a clipping step, in which the
ℓ2-norm of gt(xi) is clipped with clipping constant
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C, as in Eqn. 2, in order to constrain the range
of possible values. This is followed by a pertur-
bation step, adding Gaussian noise to the clipped
gradients, as in Eqn. 3.

ḡt(xi) =
gt(xi)

max
(
1, ||gt(xi)||2

C

) (2)

ĝt =
1

L

∑

i∈L

(
ḡt(xi) +N (0, σ2C2I)

)
(3)

Importantly, L represents the lot size, being a group
of data points that are randomly drawn from the full
training dataset at each iteration. The final gradient
descent step is then taken with respect to this noisy
gradient ĝt. We outline the DP-SGD algorithm in
more detail in Algorithm 1.

Algorithm 1 DP-SGD

1: function DP-SGD(f(x; Θ), (x1, . . . ,xn),
|L|— ‘lot’ size, T — # of steps)

2: for t ∈ (1, 2, . . . , T ) do
3: Add each training example to a ‘lot’ Lt

with probability |L|/N
4: for each example in the ‘lot’ xi ∈ Lt do
5: g(xi)← ∇L(θt,xi) ▷ Compute

gradient
6: ḡ(xi) ← g(xi)/max (1, ∥g(xi)∥/C)

▷ Clip gradient
7: g̃(xi)← ḡ(xi) +N (0, σ2C2I) ▷

Add noise
8: ĝ ← 1

|L|
∑|L|

k=1 g̃(xk) ▷ Gradient
estimate of ‘lot’ by averaging

9: Θt+1 ← Θt − ηtĝ ▷ Update parameters
by gradient descent

10: return Θ

B Hyperparameters

We present our hyperparameter search space as fol-
lows. We experiment with learning rates in the
range [10−5, 0.01] and maximum sequence lengths
in [8, 64]. Following previous work, we utilize
large batch and lot sizes for our experiments, find-
ing 1, 048, 576 to be the best for WMT-16, 2, 048
for BSD, and 256 for ClinSPEn-CC. We build up
these batch sizes using gradient accumulation with
a physical batch size of 16. In the case of Pois-
son sampling, we first sample using large lot sizes
and build the resulting drawn batch using gradi-
ent accumulation, as described in Section 4. We

train models for up to 25 epochs, using the same
definition for epochs as in Abadi et al. (2016b) in
the Poisson sampling setting, being N

L . We take
the ceiling in case of L not cleanly dividing into N .
Each configuration is run using 5 seeds for the BSD
and ClinSPEn-CC datasets and 3 seeds for WMT-
16, reporting the mean and standard deviation of
results.

We additionally present our computational run-
times in Table 2. All experiments are run on up to
two 80GB NVIDIA A100 Tensor Core GPUs.

Dataset ε Iteration Method Epoch Time
WMT-16 ∞ Random shuffling 2 h 45 m 08 s
WMT-16 1000 Random shuffling 2 h 59 m 15 s
WMT-16 1000 Poisson sampling 4 h 08 m 01 s
WMT-16 5 Random shuffling 1 h 30 m 03 s
WMT-16 5 Poisson sampling 4 h 02 m 35 s
WMT-16 1 Random shuffling 1 h 29 m 49 s
WMT-16 1 Poisson sampling 4 h 09 m 02 s
BSD ∞ Random shuffling 0 h 01 m 17 s
BSD 1000 Random shuffling 0 h 01 m 59 s
BSD 1000 Poisson sampling 0 h 01 m 49 s
BSD 5 Random shuffling 0 h 00 m 52 s
BSD 5 Poisson sampling 0 h 01 m 49 s
BSD 1 Random shuffling 0 h 01 m 09 s
BSD 1 Poisson sampling 0 h 02 m 15 s
ClinSPEn-CC ∞ Random shuffling 0 h 00 m 09 s
ClinSPEn-CC 1000 Random shuffling 0 h 00 m 05 s
ClinSPEn-CC 1000 Poisson sampling 0 h 00 m 28 s
ClinSPEn-CC 5 Random shuffling 0 h 00 m 10 s
ClinSPEn-CC 5 Poisson sampling 0 h 00 m 27 s
ClinSPEn-CC 1 Random shuffling 0 h 00 m 15 s
ClinSPEn-CC 1 Poisson sampling 0 h 00 m 27 s

Table 2: Sample epoch runtimes for each configuration.
Some differences between configurations arise due to
different optimal hyperparameters, with larger sequence
lengths leading to longer epoch times.

C Detailed Results
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Dataset ε Iteration Method Test BLEU Test BERTScore
WMT-16 ∞ Random shuffling 36.19 (0.13) 0.95 (0.00)
WMT-16 1000 Random shuffling 20.86 (0.56) 0.92 (0.00)
WMT-16 1000 Poisson sampling 15.12 (0.08) 0.91 (0.00)
WMT-16 5 Random shuffling 19.24 (0.52) 0.92 (0.00)
WMT-16 5 Poisson sampling 7.23 (0.21) 0.89 (0.00)
WMT-16 1 Random shuffling 19.83 (0.64) 0.92 (0.00)
WMT-16 1 Poisson sampling 2.35 (0.07) 0.84 (0.00)
BSD ∞ Random shuffling 10.09 (2.75) 0.90 (0.01)
BSD 1000 Random shuffling 1.36 (0.67) 0.87 (0.01)
BSD 1000 Poisson sampling 1.01 (0.07) 0.87 (0.00)
BSD 5 Random shuffling 0.06 (0.05) 0.85 (0.01)
BSD 5 Poisson sampling 0.06 (0.06) 0.84 (0.02)
BSD 1 Random shuffling 0.00 (0.01) 0.45 (0.22)
BSD 1 Poisson sampling 0.00 (0.00) 0.65 (0.15)
ClinSPEn-CC ∞ Random shuffling 5.42 (2.41) 0.86 (0.02)
ClinSPEn-CC 1000 Random shuffling 0.03 (0.02) 0.75 (0.01)
ClinSPEn-CC 1000 Poisson sampling 0.70 (0.19) 0.78 (0.00)
ClinSPEn-CC 5 Random shuffling 0.80 (0.56) 0.79 (0.00)
ClinSPEn-CC 5 Poisson sampling 0.83 (0.27) 0.79 (0.00)
ClinSPEn-CC 1 Random shuffling 0.50 (0.20) 0.78 (0.00)
ClinSPEn-CC 1 Poisson sampling 0.54 (0.22) 0.78 (0.00)

Table 3: Detailed results of each experimental configuration. Scores shown as “mean (standard deviation)”. Results
show the average over 3 seeds for the WMT-16 dataset, and 5 seeds for BSD and ClinSPEn-CC.
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Abstract

This paper presents AnnoPlot, a web applica-
tion designed to analyze, manage, and visual-
ize annotated text data. Users can configure
projects, upload datasets, and explore their data
through interactive visualization of span anno-
tations with scatter plots, clusters, and statistics.
AnnoPlot supports various transformer models
to compute high-dimensional embeddings of
text annotations and utilizes dimensionality re-
duction algorithms to offer users a novel 2D
view of their datasets. A dynamic approach to
dimensionality reduction allows users to adjust
visualizations in real-time, facilitating category
reorganization and error identification. The
proposed application is open-source, promot-
ing transparency and user control. Especially
suited for the Digital Humanities, AnnoPlot
offers a novel solution to address challenges
in dynamic annotation datasets, empowering
users to enhance data integrity and adapt to
evolving categorizations.

1 Introduction

Within the context of NLP, sequence annotation is
the practice of tagging sections of text with appro-
priate labels. For example, this could involve clas-
sifying the phrase "Finding Nemo" as a "movie" in
the sentence "I love Finding Nemo."

Annotation projects, such as the creation of anno-
tated datasets, face a variety of challenges, one of
which is data quality and validity. As data is added
and use cases evolve, prior category definitions
might be insufficient and need to be updated or re-
organized. As datasets grow and evolve, achieving
a good overview becomes increasingly complex,
which is necessary to revise labeling strategy and
category definition (Payan et al., 2021).

AnnoPlot addresses this issue by offering com-
prehensive two-dimensional views of the provided
dataset without any prior training or classification
model necessary. Such views of span annotations
and category systems enable users to:

• quickly gain an overview of large datasets and
their overarching category structure

• reorganize categories within the dataset
• interactively adjust the visualization to fit the

intended category definition better
• better identify and fix potential erroneous an-

notations
Many of these functionalities are valuable for

applications in NLP and especially for the man-
agement of Named Entity Recognition datasets.
However, they are also of great interest to domains
and disciplines beyond those. In the digital hu-
manities, annotating datasets, building complex
category systems, and the refinement of such are
typical workflows of qualitative, hermeneutic re-
search processes.

AnnoPlot generates two-dimensional represen-
tations akin to systems such as BERTopic (Groo-
tendorst, 2022). First, the span annotations are
encoded with a pre-trained transformer model,
yielding large embeddings, typically of 512 up
to 1024 dimensions. In this work, we use BERT-
based transformer encoders since BERT (Devlin
et al., 2019) embeddings have proven to be very
information-rich, meaning a large variety of data is
encoded in the high-dimension embeddings.

Next, dimensionality reduction techniques are
implemented to generate a two-dimensional repre-
sentation for visualization purposes.

Our proposed tool offers an interactive dimen-
sion reduction algorithm based on the well-known
UMAP (McInnes et al., 2020) algorithm and its
parametric neural network implementation (Sain-
burg et al., 2021). The user can remotely train the
small reduction algorithm network to fit annotated
text passages to the categories. In case of further
customization necessity, dots or clusters represent-
ing annotations can be dragged in the interactive
view to inform the model about the desired changes
for the subsequent training iterations. This training
happens in real-time; the user can see updates or
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stop the process in case of mistakes or overfitting.
AnnoPlot provides a customizable and dynamic

application for the analysis of annotated datasets
that stands apart from expensive commercial solu-
tions like MAXQDA or Galileo. Our application
lets users interactively modify annotations, hier-
archical category systems, and visualizations in
real-time without requiring pre-trained, category-
specific models. By bridging the gap between
advanced data visualization techniques and user-
friendly applications, AnnoPlot makes a notewor-
thy addition to current annotation tools. AnnoPlot
is an open source project; the code can be found in
its github repository1 together with a short video
demonstrating its core functions. A live demonstra-
tion of AnnoPlot can be found here2.

2 Related Work

AnnoPlot offers an interactive user interface for
data visualization of annotated texts and classifi-
cation category management. In the context of
category structuring and reorganization, AnnoPlot
can be compared with MAXQDA’s Creative Cod-
ing feature. MAXQDA3, a qualitative data analysis
software, facilitates the organization and hierarchi-
cal structuring of codes through its Creative Cod-
ing functionality. This process involves generating,
sorting, and organizing codes, defining relation-
ships between them, and creating a hierarchical
structure. However, Creative Coding primarily fo-
cuses on manual categorization and organization
and does not offer any automation. In contrast,
AnnoPlot leverages embedding representations to
offer an initial starting point while offering similar
category management functionality.

Examining general visualization, AnnoPlot’s 2D
visualization of annotated text passages can be con-
trasted with tools like the embedding view func-
tionality of Galileo4. Galileo is a platform that
provides tools and modules to evaluate machine
learning classifiers, including NLP classifiers for
sequence annotation. The Embedding view utilizes
embeddings and a parametric UMAP reduction to
visualize classifier results. However, its primary
focus is on showcasing classifier performance, and
potential areas of uncertainty, rather than facili-
tating dataset analysis or category reorganization.

1https://github.com/uhh-lt/anno-plot
2https://anno-plot.ltdemos.informatik.uni-hamburg.de/
3https://www.maxqda.com/
4https://www.rungalileo.io/

AnnoPlot, on the other hand, is designed for quick
and interactive analysis of annotated text datasets,
enabling users to gain insights into the overarch-
ing structure and quality of their annotations. The
absence of a classifier in AnnoPlot makes its in-
teractive dimension reduction feature particularly
valuable, allowing for real-time adjustments and
customization based on user input.

In terms of visualization techniques that utilize
a processing pipeline of embedding and dimen-
sionality reduction, AnnoPlot shares similarities
with many applications such as BERTopic (Groo-
tendorst, 2022) and the TensorFlow embedding pro-
jector (Smilkov et al., 2016).

In regards to user interactions, research analy-
sis of interactive dimension reducing tools (Sacha
et al., 2017) identified seven distinct categories
of interactive dimensionality reduction algorithms,
three of which apply to AnnoPlot:

• Annotation & Labeling: the visualization can
leverage user given/changeable annotation
data when fitting visualization to correspond
to categories.

• Parameter Tuning: the user can alter the visu-
alization by tuning UMAP hyperparameters
and choosing which transformer model com-
putes the embeddings.

• Data Manipulation: the user can move data
points in the dynamic view, and get feedback
on how other points move in response.

A notably similar approach to interactive data visu-
alization is taken by Zexplorer (González Martínez
et al., 2020) an extension of the bibliography sys-
tem Zotero. Zexplorer maps selected features of
research papers, including a BERT embedding of
the paper’s abstract, to two dimensions utilizing
a neural network approximation of UMAP. Simi-
lar to AnnoPlot it offers interactive training of this
network through draggable data points.

The development of AnnoPlot was motivated by
the absence of interactive features for the visual
analysis of annotations in the most popular (Neves
and Ševa, 2019) open-source annotation tools such
as WebAnno (Yimam et al., 2014), brat (Stenetorp
et al., 2012), CATMA (Gius et al., 2023), and IN-
CEpTION (Klie et al., 2018). AnnoPlot combines
contextualized embedding representations of anno-
tations with interactive visualizations for analyzing
annotated datasets and category structuring.
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3 System Architecture

The application is designed to visualize annotated
text segments within the provided datasets and fa-
cilitate the modification of existing annotations.
Further, it computes and assigns clusters to text
segments, helping users to identify annotation er-
rors. It allows users to create projects to manage
datasets within it and the flexibility to import data
in standard data formats such as CoNLL (Tjong
Kim Sang and De Meulder, 2003). When export-
ing the data, datasets within a project are merged.
The tool includes a search function to navigate the
dataset and the clusters. Finally, the tool offers
detailed statistics for projects, codes, and clusters.

AnnoPlot offers two views: one dedicated to
presenting annotated text segments and the other
focused on hierarchical category systems. Users
can create, delete, and rename data points in both
views. Furthermore, users can merge categories
and train the existing embeddings further. The
views are rendered using the D3.js library. In gen-
eral, the frontend implementation of the application
is realized through React/Next.js.

The backend was implemented in Python using
FastAPI and PostgreSQL for data storage. The
data processing pipeline to compute 2D representa-
tions of annotated text passages consists of a BERT-
based transformer model, UMAP, and HDBSCAN.
The Hugging Face library is employed to load mod-
els and allows for flexibility in which model to use
in the pipeline.

The hardware requirements for running Anno-
Plot are largely dependent on the embedding model
chosen. For development and testing, we used the
"bert-base" model with a 3080 RTX GPU (10 GB).
The backend uses transformer/BERT-based models
for inference and, at most, trains a small (4 layer)
dynamic umap model. While a GPU is not strictly
required it is highly recommended for UX perfor-
mance. Annoplot is deployed using Docker. Every
System component i.e., the database, frontend, and
backend is deployed in a separate docker container,
which are orchestrated in a docker compose file.

3.1 Visualization of Annotated Text Segments

The Plot View (see Figure 1), visualizes the up-
loaded annotated data. Each dot corresponds to
an annotated text passage, for example, the anno-
tated named entity "Finding Nemo" in the sentence
"My favorite movie is Finding Nemo"; the color
indicates the user-given category, i.e., "Movie".

Figure 1: The Plot View, generated using the static
UMAP dimension reduction. Left is an overview of the
hierarchical category system for filtering the annotations.
A tool-tip shows related information about the hovered
annotation, including the context sentence.

Dots corresponding to similar entities tend to
cluster together. Ideally, this clustering occurs ac-
cording to the pre-defined categories.

User Interaction Overview
Dots are the product of embeddings of correspond-
ing annotations and a reduction function. These
two processes can be customized in the Configura-
tions tab. The user can choose which embedding
model to use by linking to a corresponding Hug-
gingface repository; any BERT or RoBERTa-based
(Zhuang et al., 2021) model is compatible. This
also allows the user to use their own fine-tuned
models. The user can also choose between a static
and dynamic UMAP model to be used for dimen-
sionality reduction, of which the "n components"
hyperparameter can be adjusted.

The main features of this view are the overview
of the dataset and functionalities to revise annota-
tions and category choices. For example, the plot
can indicate that two categories are not clearly sep-
arated or overlap significantly; this might suggest
sub-optimal category choice or inconsistent annota-
tion. Further, the plot can reveal that annotations of
the same category group in different regions; this
might suggest introducing a new (sub-) category.

To the plot’s left is an overview of all categories.
These can be selected and de-selected to filter for
those of current interest. Hovering over dots allows
the user to see the respective entity data. Upon
right-clicking, a context menu allows the user to
re-categorize or delete the corresponding named
entity.

If the dynamic UMAP model was selected, the
user has two more options, as shown in Figure 2.

The user can train the model according to cate-
gories by pressing the train button. This option uses
the annotated data for semi-supervised training of
the dynamic UMAP model. It will be trained for
ten epochs; after each epoch, the model updates,
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Figure 2: The Plot View, generated using the dynamic
UMAP dimension reduction. Arrows have been manu-
ally drawn to denote the desired position for multiple
points. Pressing the "Train Arrows" button will rear-
range the visualization accordingly.

and the dots move to their new positions. The user
can choose to preemptively terminate the training
steps by pressing stop. Training will stop after the
current epoch has finished.

The user can also move data points to a desired
position. When dragging points, an arrow will ap-
pear, following the cursor, indicating the direction
the dot should move. The user can do this for mul-
tiple dots appearing on the right. When the user
is done, clicking the train button will trigger the
model to train for these new dot positions.

When using the dynamic model, the user can
go through all dots not within their intended clus-
ter and either fix their annotation or move them,
thereby fine-tuning the UMAP reduction.

Implementation Details

Dot coordinates are generated in two steps. First,
a context-rich, high-dimensional embedding (de-
pending on the model typically 512-1024) is cre-
ated from the entity data (entity and its surrounding
text). Then, the embeddings of all data points are
reduced to two dimensions using a dimension re-
duction algorithm.

There are dozens of combinations of embedding
models and dimension reduction algorithms. In
this paper, we focus on a BERT-based embedding
model and UMAP-based reduction algorithms.

Embeddings are generated by passing the anno-
tated text passage, e.g. a named entity, and sur-
rounding sentences (limited by the model’s input
size) into a transformer-based encoder. This results
in high dimensional embeddings per input tokens.

Figure 3: Visualization of the Embedding process. The
sentences surrounding a span annotation are embedded
by a transformer encoder. Tokens of the annotated entity
are averaged to compute the final entity embedding.

The token embeddings, part of the named entity,
are averaged to create the entity embedding (see
Figure 3). Input token sequences are embedded in
batches to enhance the processing efficiency.

Next, the embeddings of all annotated text seg-
ments within one dataset are passed to UMAP,
which maps the data to two dimensions according
to their structure in high-dimensional space.

In the process described, the 2D representation
of an annotated text passage is created independent
of its category, as the category is not passed to the
embedding model. This results in a deterministic
mapping from an annotation to two dimensions
for a specific annotated dataset. This is a signifi-
cant disadvantage of the proposed process, as such
representation cannot possibly accurately capture
the wide variety of classification schemas possible.
The named entity Finding Nemo in "I love Finding
Nemo" could, for instance, be categorized by type
(Movie/TV series), company (Disney/Pixar), or re-
lease decade (the 2000s/2010s). However, with the
current approach, it would be mapped to the same
2D coordinates, which is not desired.

For this reason, the tool also implements a dy-
namic UMAP solution for dimensionality reduc-
tion. Here, the user can interactively train a para-
metric neural network UMAP (Sainburg et al.,
2021) to fit the user’s category system and inter-
pretation. The network employs a comparatively
modest architecture, consisting of a single input
layer that dynamically adjusts to the input size,
followed by three hidden layers, each comprising
200 neurons, and a final output layer with a size
determined by the number of components (default-
ing to 2). This relatively small model reduces the
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risk of overfitting and, therefore, of diluting the
knowledge encoded within the embeddings.

There are two options to train the reduction
model. The first option utilizes triplet loss to adjust
the representations to better separate the categories
from each other.

The triplet loss approach operates by selecting
anchors, positives, and negatives to form triplets
for each unique label in the data. The loss func-
tion used here is the TripletMarginLoss, defined
mathematically as

L =
∑

max (d(a, p)− d(a, n) +margin, 0) ,

where d(x, y) represents the distance between two
points and a, p, n denotes the anchor, positive, and
negative samples, respectively. In our case, the
margin was set to 1.0.

The second approach allows for a more direct,
interactive manipulation of the data points. Users
can ’move’ dots, and the model is trained to op-
timize for the new positions of these dots. This
retraining uses Mean Squared Error (MSE) loss,
with the positions of other dots being held in place
using a moving average.

Both training methods utilize the Adam opti-
mizer. The learning rate was set to 2×10−4 for the
triplet loss method and to 5× 10−5 for the direct
dot movement method.

3.2 Visualization of the Category System

In the Category View (see Figure 4), categories are
visualized in a bubble chart, mirroring the presenta-
tion style of the Plot View. It provides an overview
of all categories within the imported datasets.

Figure 4: Category View, corresponding to the data seen
in Figure 1. Notably, person, scholar (right two points)
and location, building, library (top three points) cluster
together.

User Interaction Overview
The Category View helps the user reorganize and re-
fine the categories by merging, deleting, and chang-
ing their hierarchical structure.

Like in the Visualization for Annotated Text Seg-
ments (Figure 1), a legend on the left side shows
all possible categories and sub-categories within
a project, allowing the user to search or filter for
specific categories.

The colors and positions of categories are in sync
with the Annotated Text Segments View. The num-
ber and position of annotated text segments within
a category determine the size of the bubble, provid-
ing users with a quick overview of the distribution
of annotations across different categories.

Figure 5: Visualization of MITMovieCorpus(eng, ger).
Notably, the German categories like "Schauspieler", "Di-
rektor" and "Figur Name" are very close to their English
counterparts (Actor, Director, Character Name).

The user can use these spatial relations to get a
quick insight into their data. In Figure 5, for in-
stance, the categories of two datasets can be seen;
one is part of the MIT Movie Corpus (Liu et al.,
2013) annotated using German labels, the other
using English labels. The categories containing se-
mantically similar data are easily identifiable, often
wholly overlapping. Even without understanding
German, it is straightforward to determine which
categories can be merged.

By right-clicking a category, the category or sub-
category can be renamed, deleted, or merged with
another category. At the bottom of the view, ad-
ditional options allow the creation, removal, or
merging of categories.

Visualizing category positions, sizes, and colors
offers users an intuitive and comprehensive tool for
managing and understanding the structure of their
annotated datasets.
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Implementation Details
The position and size of categories are calculated
using the underlying annotated text segments and
their position in 2D (see Section 3.1). A category’s
position is the average of all its entities’ positions,
whereas its radius corresponds to its number of
entities, whereas a category’s radius corresponds
to its number of entities.

3.3 Automatic Error Detection

In the annotated text segment view discussed in
Section 3.1, the user is also supported in finding
categorization errors. The identification of anno-
tation errors is achieved through clustering and
outlier detection.

User Interaction Overview
AnnoPlot aids in finding potential annotation errors
through the HDBSCAN (Campello et al., 2013)
clustering algorithm. Similarly to the embedding
and dimensionality reduction functions, this algo-
rithm can also be configured in the Configurations
tab. Here, the user can adjust the "min cluster size",
"metric", and the "cluster selection method."

Figure 6: Error identification. The light blue dots are
a cluster of religious organizations. A user must now
decide if this annotation is correct or incorrect.

The user can choose to show automatically de-
tected errors. All found inconsistent annotations
are marked by a red circle and brought to the fore-
front of the scatter plot, allowing the user to see
otherwise obstructed dots (see Figure 6).

The user can also view the raw cluster algorithm
result when pressing the "show clusters" button.
The result of this can be seen in Figure 7. This can
help to understand the error suggestion and allows
for transparency. Found annotation errors can be
fixed by deleting or re-categorizing annotations that
correspond to the dots. Users using the Dynamic
UMAP model can additionally choose to move the
dot to the category of choice and train the reduction
model.

Figure 7: Visualization of calculated clusters as shown
in the Plot View. Each cluster is marked by a distinct
dot outline color.

Implementation Details
The HDBSCAN clustering algorithm is executed
upon each data modification. For every identified
cluster, the predominant category label is computed.
We employ a simple heuristic to detect annotation
errors: A cluster is designated as belonging to a
specific category if over 70% of its data points fall
within that category. Any data points within these
clusters that do not align with the dominant cate-
gory are flagged as errors. These erroneous points
are sent to the frontend and visualized accordingly.

4 Evaluation

To evaluate the effectiveness of error detection and
overall clustering validity, errors were intentionally
introduced to a dataset. The tool was then moni-
tored on its ability to identify these via its ’error
detection’ feature.

Dataset Preparation
The CoNLL-2003 (Sang and Meulder, 2003)
dataset was chosen as a base, it has 23 thousand
annotated segments and four categories "ORG",
"MISC", "LOC" and "PER". Errors were uni-
formly introduced across all categories by selecting
and modifying a proportional subset of segments.
Labels of selected segments were randomly reas-
signed to alternative labels. Datasets with error
rates of 1%, 5%, and 10% were generated.

Methodology
The datasets were uploaded to AnnoPlot and evalu-
ated using both static and dynamic UMAP reduc-
tion. The dynamic UMAP reduction was evalu-
ated for 50 (category) training epochs. The trans-
former model used for embedding was ’bert-base-
uncased’, a model without previous training on this
task or dataset.
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Table 1: The results of the error detection evaluation. True positives (TP), false positives (FP), precision (P%), and
recall (R%) are reported for the three different error rates. Both approaches, static UMAP and dynamic UMAP (at
epochs 2, 5, 10, 20, 50) were evaluated. The best precision and recall scores are highlighted.

1% (229 errors) 5% (1163 errors) 10% (2328 errors)
# epochs TP FP P% R% TP FP P% R% TP FP P% R%
static 60 966 5.85 26.2 284 789 26.47 24.4 573 682 45.66 24.6
2 188 736 20.35 82.1 938 711 56.88 80.7 1779 694 71.94 76.4
5 199 367 35.16 86.9 1020 501 67.06 87.7 1969 445 81.57 84.6
10 195 225 46.43 85.2 1039 312 76.91 89.3 1983 244 89.04 85.2
20 136 42 76.40 59.4 755 52 93.56 64.9 1443 69 95.44 62.0
50 42 2 95.45 18.3 201 8 96.17 17.3 491 24 95.34 21.1

Figure 8: Precision (top) and recall (bottom) of the
dynamic UMAP error detection over 50 epochs

Results

Table 1 shows a representative subset of the results.
Notably, the dynamic UMAP approach consistently
reached higher precision and recall scores than
static UMAP. As training progresses, the model
seems to overfit, reducing the total amount of er-
rors detected (see Figure 8). However, precision
increases at the same time, i.e. only "clear" errors
are detected. Optimal F1 scores of 0.705, 0.841,
and 0.881 were attained for the datasets (1%, 5%,
10% error) at iterations 13, 11, and 10, respectively.
It should be noted that the error detection method
only detects points situated within incorrect cate-
gory clusters. Points outside of or on the periphery
of clusters will not be detected.

5 Conclusion & Future Work

In this paper, we presented AnnoPlot, a web appli-
cation that allows users to easily visualize, man-
age, and analyze annotated datasets. The proposed
tool offers an efficient and streamlined solution
for working with span annotations and their cat-
egory system in a novel way on a 2D canvas. It
enables users to upload datasets, add configura-
tions, and manage them as projects, with different
data extracted and presented across separate pages.
The category and plot views are the main features,
displaying categories and annotations clustered to-
gether. Users can perform tasks like merging, delet-
ing, and rearranging annotated text passages di-
rectly within the view. The plot view also enables
the training of dynamic UMAP to optimize the vi-
sualization and identify any errors or outliers in
the clusters. Statistics are available for categories,
clusters, and projects.

This work focused on the visualization, man-
agement, and analysis of annotated text datasets.
However, extending the proposed approach and
interface to support annotated data of other modali-
ties is straightforward. In a future iteration of this
tool, we will support image annotations by switch-
ing the embedding model with appropriate visual
transformers and adapting the software to handle
image datasets. This broadens our tool’s analytical
scope to encompass a large variety of data types.

Further, AnnoPlot will offer more varied dimen-
sionality reduction algorithms, including t-SNE
and Principal Component Analysis.

Finally, it is planned to integrate AnnoPlot into a
more comprehensive open-source annotation soft-
ware as an interactive visual analysis feature.
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Limitations

The tool, especially the embedding process, relies
on transformer models imported from the Hugging
Face website. The tool is unable to download new
models in case of Hugging Face unavailability.

The embedding process currently relies on large
transformer models with a time complexity of
O(n2), limiting the context data available for the
embedding generation to about 512-1024 tokens.
In our experiments, we limited the context of an
annotated text passage to the surrounding sentences
and did not run into the context limitation of 1024
tokens.

The visualization of annotated text segments is
rendered using D3.js. Currently, up to 10.000 data
points can be rendered reliably. To compensate for
this, AnnoPlot offers filtering by categories to limit
the amount of rendered annotations and allow the
analysis of large annotated datasets.

Ethics Statement

AnnoPlot is designed with ethical considerations in
mind, prioritizing user privacy, transparency, and
control. Several key points highlight the ethical
stance of the software:

1. Open Source and Local Execution: Anno-
Plot is an open-source project, and users have
the option to run it locally. This ensures trans-
parency in the codebase and provides users
with control over their data.

2. No Collection of Private Data: AnnoPlot
respects the confidentiality and integrity of
user data. The tool does not engage in any
unauthorized sharing or transmission of data,
and users maintain complete control over their
datasets.

3. Human in the Loop: AnnoPlot adopts a
human-in-the-loop approach, where users ac-
tively participate in the annotation and correc-
tion process. The tool serves as an assistant to
users, allowing them to visualize and manage
annotated data effectively.

4. Potential for Bias Control: The interactive
nature of AnnoPlot, especially in the dynamic
UMAP training, allows users to identify and
rectify potential biases or errors in categoriza-
tion. This empowers users to ensure fairness
and accuracy in their annotated datasets.

In summary, AnnoPlot is designed to be a re-
sponsible and ethical tool, prioritizing user privacy
and autonomy.
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Abstract

Spatial information in text enables to under-
stand the geographical context and relation-
ships within text for better decision-making
across various domains such as disease surveil-
lance, disaster management and other location-
based services. Therefore, it is crucial to un-
derstand the precise geographical context for
location-sensitive applications. In response to
this necessity, we introduce the GeospaCy soft-
ware tool, designed for the extraction and geo-
referencing of spatial information present in
textual data. GeospaCy fulfils two primary ob-
jectives: 1) Geoparsing, which involves extract-
ing spatial expressions, encompassing place
names and associated spatial relations within
the text data, and 2) Geocoding, which facil-
itates the assignment of geographical coordi-
nates to the spatial expressions extracted dur-
ing the Geoparsing task. Geoparsing is eval-
uated with a disease news article dataset con-
sisting of event information, whereas a quali-
tative evaluation of geographical coordinates
(polygons/geometries) of spatial expressions is
performed by end-users for Geocoding task.

keywords: Geoparsing, Geocoding, Spatial
Expressions, Natural Language Processing

1 Introduction

In recent years, spatial information recognition
from textual data has gained more attention in the
natural language processing (NLP) field. The im-
portance and relevance of the work can be strength-
ened by highlighting the potential impact and ben-
efits of accurate spatial information extraction in
various domains, i.e., disaster management, dis-
ease surveillance. For instance, in disease surveil-
lance, a disease outbreak in ’central Paris’ is
not the same as one in the ’southern part of
Paris’. Moreover, the extraction and georeferenc-
ing of spatial information have significant impli-
cations in various domains, including healthcare,

financial markets, and e-learning (Hassani et al.,
2020). Therefore, the extraction and interpreta-
tion of spatial information from textual data play
a fundamental role in understanding geographical
contexts.

The spatial information can be expressed in the
textual documents in both simple and complex
ways, depending on the syntax and semantic of ex-
pression. This geospatial information is available
in the form of absolute spatial information (precise
location names, e.g., Milan) and relative spatial
information (spatial relations associated with the
location name, e.g., North Milan). Both absolute
and relative spatial information are essential in pro-
viding accurate context for locations in the text,
ensuring precision in understanding and respond-
ing specific to geographical sensitive applications.
While absolute spatial data offers concrete loca-
tions, relative spatial information provides contex-
tual references that help to refine and to detail the
specific area of interest, resulting into more accu-
rate geographical reference in the text. Therefore,
a possible research question is: “Can we develop
an efficient and accurate algorithm for extracting
spatial relations from textual data and transforming
them into valid geospatial representations”?

Traditional methods of text mining often over-
look important geographical details by ignoring
the complex spatial information found within the
text. The motivation behind the development of
GeospaCy is to overcome this limitation and pro-
vide a robust tool specifically tailored to identify
and georeference spatial expressions in textual data.
The main purpose of GeospaCy software tool is
to address the demand of precise geographical in-
sights, which are essential for making informed de-
cisions in various domains such as disease surveil-
lance, disaster management, and other location-
based services. GeospaCy performs two main tasks,
i.e., 1) Geoparsing and 2) Geocoding. Geoparsing
within the context of the GeospaCy tool involves
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the identification and extraction of spatial expres-
sions embedded within unstructured textual data.
This task primarily revolves around recognizing
spatial expressions such as place names, and spatial
relations associated with the place names from the
text. Geoparsing task provide a foundation for sub-
sequent geocoding to understand the geographical
context of the textual data. In contrast, Geocoding
within the GeospaCy tool represents the process of
assigning precise geographical coordinates to the
spatial expressions identified during the geoparsing
task. After the spatial information such as place
names or locations have been extracted, geocod-
ing works to convert these textual references into
geographical coordinates.

The remainder of this article is structured as
follows: Section 2 provides the related work as-
sociated to GeospaCy. Subsequently, Section 3
describes the software overview, Section 4 briefly
details the methodology, Section 5.2 explains the
real world use cases and Section 6 presents the
conclusion.

2 Related Work

Different research studies have been carried out for
both Geoparsing and Geocoding process. The de-
tails of the related work are discussed in subsequent
sections.

2.1 Geoparsing

Numerous research studies have been carried
out with diverse approaches enhancing Geopars-
ing that revolves around the extraction of spa-
tial information from unstructured text. These
Geoparsing approaches include i.e., rule-based ap-
proaches, machine learning, ontology-based rea-
soning, geographical databases and transformer-
based language models (Kokla and Guilbert, 2020;
Alonso Casero, 2021). In a research study car-
ried out, a rule-based named-entity recognition
method was proposed to address specific cases in-
volving spatial named entities in textual data. This
approach was validated using historical corpora
(McDonough et al., 2019). However, the proposed
approach did not address the complex relationship
that involves other linguistic features, i.e. part-of-
speech (POS), dependency parsing, word vectors
etc. In another research (Chen et al., 2017), a best-
matched approach is proposed to extract geospa-
tial relations that are referred to anchor places,
gazetteered places, and non-gazetteered places.

However, it is not defined in the coordinate system
to be represented in geographical systems. A fur-
ther research proposed a voting approach (SPENS)
to extract place names through five different system
including Stanford NER, Polyglot NER, Edinburgh
Geoparser, NER-Tagger, and spaCy (Won et al.,
2018). Another research combine multiple features
that capture the similarity between candidate dis-
ambiguations, the place references, and the context
where the place references occurs, in order to dis-
ambiguate place among a set of places around the
world (Santos et al., 2015). Furthermore, another
research (Medad et al., 2020) proposed an approach
that is the combination of transfer learning and su-
pervised learning algorithm for the identification
of spatial nominal entities. However, the scope of
the work was limited to the spatial entities without
proper nouns e.g. conferences, bridge at the west,
summit, etc. Afterwards, another research (Wu
et al., 2022) proposed deep learning models i.e.,
CasREL and PURE in order to extract geospatial
relations in the text. The proposed models were
validated with two main approaches, i.e., 1) spatial
entities and relations were dealt separately and joint
approach. The quantitative results demonstrated
that pipeline approach performed better than joint
approach using deep learning models. Another re-
search (Zheng et al., 2022) proposed a knowledge-
based system (GeoKG) that described geographic
concepts, entities, and their relations in order to
search through queries.The system is used for geo-
logical problem solution and their decision-making.
However, the solution is only limited to the geo-
logical domain that contains information about ge-
ographical events, geographical relationships and
concepts. Another research proposed an approach
for extracting place names from tweets, named
GazPNE2 by combining global gazetteers (i.e.,
OpenStreetMap and GeoNames) to train deep learn-
ing, and pretrained transformer models i.e. BERT
(Hu et al., 2022). The extracted place names taken
coarse (e.g., city) along with fine-grained (e.g.,
street and POI) levels and place names with ab-
breviations. Moreover, recent advancements have
introduced the UniversalNER model with more
entity types, demonstrating remarkable NER accu-
racy across various domains, including healthcare,
biomedicine, and others (Zhou et al., 2023).

2.2 Geocoding

Diverse research studies have been carried out
about geocoding methodologies with the primary
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objective of transforming toponyms, which are
place names or location references in text, into pre-
cise geographical coordinates (Gritta et al., 2018).
Mostly, geocoding methods rely on address match-
ing, where textual toponyms are compared to a
database of known addresses to retrieve latitude
and longitude information (Behr, 2010). In a re-
search study carried out, an unsupervised geocod-
ing algorithm is proposed by taking leverage of
clustering techniques to disambiguate toponyms
extracted from gazetteers and estimate the spa-
tial footprints of fine-grain toponyms that are not
present in gazetteers (Moncla, 2015). A further re-
search proposed a system that extracts place names
from text, resolves them to their correct entries
in a gazetteer, and returns structured geographic
information for the resolved place name (Halter-
man, 2017). The system can be used for various
tasks including media monitoring, improved infor-
mation extraction, document annotation, and ge-
olocating text-derived events. Further research pro-
posed a geotagging algorithm constructed a model
in which they used DBpedia-based entity recog-
nition for places disambiguation, and Geonames
gazetteer and Google Geocoder API for resolution
of geographical coordinates of locations (Middle-
ton et al., 2018). One more research introduced a
deep neural network that incorporates Long Short-
Term Memory (LSTM) units (Fize et al., 2021).
The approach was focused on modelling pairs of to-
ponyms, where the first input toponym is geocoded
based on the context provided by the second to-
ponym. The approach effectively reduced contex-
tual ambiguities and generates precise geographical
coordinates as output. A further research proposed
a representational framework that employed rules,
semantic approximations, background knowledge,
and fuzzy linguistic variables to geocode impre-
cise and ad-hoc location referents in terms of fuzzy
spatial extents as opposite to atomic gazetteer to-
ponyms (Al-Olimat et al., 2019). Additionally,
geocoding services and APIs offered by technology
companies and government agencies have become
increasingly accessible, providing convenient and
efficient solutions for geocoding tasks (Longley
and Cheshire, 2017). However, there is no existing
Geocoding service or method to convert the ex-
tracted toponyms associated with spatial relations
into geographical coordinates.

3 GeospaCy Overview

GeospaCy have the capabilities to precisely ex-
tract and reference spatial information within un-
structured textual data. The main purpose of this
software tool is to provide a comprehensive un-
derstanding of geographical contexts within textual
information. This software tool has a set of features
and functionalities which are as follows:

3.1 Geoparsing

In GeospaCy, we extract three kinds of spatial en-
tities, i.e., 1) Geopolitical entities (GPE) i.e., place
names e.g., Paris, Lyon etc, 2) location entities
(LOC) i.e., physical locations e.g. Alpe d’Huez and
3) spatial relation entity (RSE) i.e., spatial relations
associated with place names e.g., nearby Paris,
south of Montpellier etc. ‘GPE’ and ‘LOC’ are
extracted through state-of-the-art NER approach,
whereas ‘RSE’ extraction is the main contribution
of this software tool. We further categorized RSE
into four main categories i.e., Level-1, Level-2,
Level-3 and Compound RSE. Level-1 RSE is car-
dinal/ordinal associated with place names, Level-2
RSE is spatial keywords (nearby, border, neighbour-
hood) associated with place names, Level-3 RSE is
distance keywords (1 km radius, 2 miles) associated
with place name and compound is the combination
of Level-1, Level-2 and Level-3 combination.

3.2 Geocoding

The geocoding process, to identify the specific ge-
ographic locations of entities, is acquired using the
Nominatim API (Clemens, 2015). The coordinates
of the GPE and LOC are directly obtained through
this API. Nevertheless, the coordinates of RSE are
determined differently. An algorithm developed for
establishing spatial relationships processes place
name coordinates, retrieved from the Nominatim
API, to compute the coordinates of RSE entities.
The main contribution of geocoding process is the
computation of geographical coordinates of RSE.
The output coordinates after geocoding is visual-
ized on OpenStreetMap (OpenStreetMap contribu-
tors, 2017) leaflet or downloaded as GeoJson for-
mat. Figure 1 shows the overview of the GeospaCy
software tool.

4 Methodology & Implementation

Our methodology (Syed et al., 2023) is divided into
two main phases: 1) Extraction phase (Geopars-
ing), 2) Geocoding phase respectively. The process
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Figure 1: GeospaCy Overview

workflow of extraction of RSE and its georeferenc-
ing is shown in Figure 2. The details of the two
phases of are explained in the subsequent sections.

4.1 Extraction Phase
In the first phase, RSE are extracted from the
text data. We selected state-of-the-art natural lan-
guage processing (NLP) library spaCy (Honnibal
and Montani, 2017) for python. spaCy has a bet-
ter performance for NER tasks as compared to
other NLP libraries (Vajjala and Balasubramaniam,
2022). The spaCy NER pipeline is customized for
recognition of RSE label entity types. The steps
for the customization of spaCy NER pipeline to
recognize RSE are as follows:

Model Selection: GeospaCy offers three linguistic
models, i.e., en_core_web_sm, en_core_web_md,
en_core_web_lg and en_core_web_trf. The
en_core_web_trf model is computationally ex-
pensive compared to smaller models, and requires
significant computational resources to run. How-
ever, its high performance and accuracy make it a
popular choice for a wide range of NLP applica-
tions. After the selection of a linguistic model, the
environment is set up for the NLP NER task.

Apply NER: The next step in extraction phase is
to apply NER on the textual data. We recognized
spatial entities from the textual data with the la-
bels ‘GPE’ e.g., Paris and ‘LOC’ e.g., Safari Desert
respectively. To identify the RSE, we extract the
clauses that contain the spatial entities in the text.

Clause Extraction: We split the sentence into
clauses and save the clause that contains the spa-
tial entity (GPE or LOC) and ignore the rest of the
clauses in the sentence.

Spatial Relations Identification: We extract spa-
tial relations from the candidate clauses. Candidate
clauses are identified in the text document as the
clauses that contain GPE/LOC. In order to extract
RSE in the clauses, we defined regular expressions
for Level-1, Level-2, Level-3 RSE. The regular ex-

pressions of these geospatial relations are defined
using Python regex re with the help of Python li-
brary quantities. quantities library is used to get
the different quantity units, its abbreviations and
their interconversions. If spatial relations are iden-
tified in the clause that contained the GPE/LOC, then
we adjust the span offset according to the spatial
relation. The span offset is either adjusted from the
end or in the start according to the occurrence of
spatial relation relative to GPE/LOC.

RSE Spans Extraction: We further identify the
spatial relations clauses and made the compatible
span having in the NER linguistic pipeline.

RSE Injection: The GPE/LOC having spatial rela-
tion in the clause is replaced with RSE span in the
‘DOC’ (the element that contains linguistic feature
information) element of spaCy NER pipeline. The
label of the RSE are injected in the ‘DOC’ element
as ‘RSE’.

4.2 Geocoding Phase
In this phase, the translation of geographical coor-
dinates is derived either by slicing the polygon or
by deriving using geospatial operations. The steps
involved to extract the geographical coordinates of
RSE are as follows:

Acquire coordinates from Nominatim: Nomi-
natim API (Clemens, 2015) provides search by
place name, feature description or free text search
in OpenStreetMap (OpenStreetMap contributors,
2017) database and return its geographical coordi-
nates based on search queries. The API provides
the GeoJSON which contains the geometry along
with their feature attributes. The coordinates of
RSE are further determined from the place name
(GPE/LOC) coordinates.

Derive/Slice RSE Coordinates: The next step is to
derive the coordinates of the RSE. Slicing depends
on the type of RSE. Level-1 (cardinal/ordinal)
RSE coordinates are acquired by slicing the main
geometry of the place into 9 RSE geometries.
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6. Inject SR Spans as RSE

RSE1                 SR Span1

RSE2                      SR Span2

RSE3                      SR Span3
  .                                  .
     .                                  .
    

RSEn                      SR Spann

Figure 2: GeospaCy: RSE Extraction and Georeferencing Pipeline

For instance, The Level-1 slicing of Paris can be
sliced into 9 geographical shapes: ‘Northern Paris’,
‘Southern Paris’, ‘Eastern Paris’ etc. In contrast
to Level-1 RSE, Level-2, Level-3 and compound
RSE are derived by applying spatial operations i.e.
spatial joins, spatial unions, intersections by us-
ing GeoPandas (Jordahl et al., 2020) and Shapely
(Gillies et al., 2007) Python libraries.

RSE output: The RSE output coordinates can be
downloaded as GeoJson file or visualize on Open-
StreetMap leaflet.

5 Experiments

GeospaCy results are evaluated for each phase of
the software. These two main phases are: 1) Geop-
arsing i.e., the extraction of RSE from text and 2)
Geocoding i.e., the computed geographical coordi-
nates for RSE. The evaluation of these phases are
as follows:

5.1 Extraction and Geocoding Evaluation

The extraction phase focused on extraction of RSE
in unstructured text, which is then evaluated us-
ing a dataset related to disease surveillance. The
dataset contains the news extracted by PADI-web1,
which is an event-based surveillance system related
to animal health events. The dataset contains the
news articles of different diseases i.e., 1) Antimi-
crobial Resistance (AMR) 2) COVID-19, 3) Avian-
Influenza, 4) Lyme and 5) Tick-borne Encephalitis

1https://padi-web.cirad.fr/en/

(TBE) with manually annotated RSE. Precision, re-
call and F-Score are calculated for the RSE. The
RSE recognition task have a precision of 0.9, re-
call of 0.88 and F-Score of 0.88. The detail of the
evaluation are available in Table 1 of the Section
A.

GeospaCy calculated the geographical coordi-
nates of RSE. These coordinates were computed
and evaluated for cities such as Paris, London, Mi-
lan, Madrid, Zagreb, Utrecht, Delft, Lyon, and
Florence. For each city, 19 RSE shapes were as-
sessed through qualitative evaluation by end-users,
resulting in an average accuracy of 75%. The de-
tail of the evaluation are available in Table 2 of the
Section A.

5.2 Use Cases

GeospaCy can be a useful tool in different use
cases, including disease Surveillance, disaster Re-
sponse management, environmental geographical
analysis and other geographical sensitive applica-
tions etc. The detail of some use cases associated
with disease surveillance are as follows:
Disease Surveillance: In the field of public health
(PH) and animal health (AH), health professionals
often deal with unstructured textual data from vari-
ous sources, such as reports, articles, or social me-
dia, containing vital information about disease out-
breaks, symptoms, and affected areas. GeospaCy
can parse and extract spatial expressions from these
texts, identifying affected regions, hotspots, and ar-
eas prone to outbreaks. An example of African
Swine Fever (ASF) outbreak with RSE location by
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(a) Geospacy detected outbreak RSE in the text: South-east
of Fagersta

(b) Geospacy detected outbreak location coordinates of
South-east of Fagersta

(c) Official Outbreak detected by Empress-i/OIE with location Fagersta

Figure 3: An African Swine Fever (ASF) outbreak in South-east of Fagersta, Sweden

GeospaCy and official outbreak by Empress-i are
as follows:

ASF: African Swine Fever (ASF) has been
detected in a sample from 7 wild boar
found just south-east of Fagersta2

The provided text highlights about “an African
Swine Fever (ASF) outbreak occurring in the south-
east region of Fagersta, Sweden, with suspected
involvement of wild boars on October 26, 2023”.
The geographical identification of this outbreak
was conducted using the GeospaCy tool in conjunc-
tion with the official source, Empress-i, as depicted
in Figure 3. Figure 3a illustrates how GeospaCy ex-
tracted the location information, denoted as (RSE:
South-east of Fagersta), from the text. Following
this, Figure 3b demonstrates the subsequent step
where GeospaCy computed the precise coordinates
of the identified RSE, forming a polygon that ac-

2https://www.pigprogress.net/health-nutrition
/health/asf-sweden-first-outbreak-found-in-wil
d-boar/

curately corresponds to the south-eastern vicinity
of Fagersta. For comparison, Figure 3c displays
the official source location of the ASF outbreak,
pinpointing it to the center of Fagersta. Notably,
this example clarifies that GeospaCy provides a
more granular and precise region of the outbreak
compared to the location indicated by the official
source. This indicates the tool potential in offering
enhanced spatial precision in identifying outbreak
locations.

6 Conclusion

GeospaCy focused on extracting spatial expres-
sions such as GPE, LOC and the primary contribution
of RSE extraction from text, subsequently translat-
ing the geographic coordinates of the identified
RSE. We proposed a combination of NLP tech-
niques to extract RSE from unstructured text. The
results of the RSE extraction are evaluated with
news article disease dataset having a precision of
0.9, recall of 0.88 and micro F-Score of 0.88. Sub-
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sequently, we conducted a qualitative assessment
of RSE geographical coordinates (shapes) with an
observed accuracy of 75%.

Short Video

The short video of the GeospaCy tool is available
on YouTube for EACL 2024 demonstration on the
following link : https://youtu.be/sZb1aUkcR
cs.

Software Availability Statement

The code support the findings in this article are
openly available in GitHub repositories dedicated
to GeospaCy tool3.
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A Appendices

The appendix contains the software demonstration, some example use cases and evaluation of GeospaCy
tool. The details of these are as follows:

A.1 Software Demonstration
Figure 4 shows the GeospaCy user interface for spatial entity extraction.

1

2

3

4

5

Figure 4: Geoparsing: 1: selection of spaCy language model for NER (GPE and LOC) recognition, 2: selection of
spatial entity type user wish to extract from text, 3: input text, 4: text with highlighted selected spatial entity types
and 5: Table with list of spatial entities with option to view coordinates as GEOJson or on Map

Figure 5 shows the GeospaCy user interface for RSE geographical coordinates visualization.

6

7

8

9

Figure 5: Geocoding: 6: view geographical coordinates as GEOJson or on Map, 7: Compute level-1 corrdinates
using midpoint(less area inside polygon) or midmidpoint (more area inside polygon), 8: Export GEOJson on local
device and 9: This region shows the coordinates as Map or GEOJson
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A.2 Disease Surveillance Use cases Scenarios

We discuss here some more disease outbreaks detected by PADI-web 4 with improvement of precise
location information using GeospaCy tool. The examples are as follows:

AI: The Czech Republic has found a second case of the bird flu virus, at a commercial
poultry farm, an Agriculture Ministry spokesman said on Sunday. The spokesman said
more details of the case, in a region east of Prague,.5

Origin of outbreak

Figure 6: Region of outbreak: east of Prague (RSE)

AI: The outbreak recorded in poultry and captive birds near Melton, Mowbray,
Leicestershire, and the outbreak in captive birds at a wetland centre near Stroud,
Gloucestershire have both been confirmed as highly pathogenic.6

Origin of outbreak

Figure 7: Region of outbreak: near Melton (RSE), near Stroud (RSE)

AI: France has detected a highly pathogenic strain of bird flu in a pet shop in
the Yvelines region near Paris, days after an identical outbreak in one of Corsica’s
main cities.7

Origin of outbreak

Figure 8: Region of outbreak: near Paris (RSE)

4https://padi-web.cirad.fr/en/
5https://www.agriculture.com/markets/newswire/czech-republic-reports-second-bird-flu-case
6https://www.thepoultrysite.com/news/2020/11/2-bird-flu-clusters-in-the-uk-confirmed-as-highly-p

athogenic
7https://www.reuters.com/article/us-health-birdflu-france-idUSKBN27Z35D
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AI: In less than a week after bird flu was detected in two poultry farms in Vengeri
and west Kodiyathoor in Kozhikode district.8

Origin of outbreak

Figure 9: Region of outbreak: west Kodiyathoor (RSE)

AI: The Taipei Times reports that Taiwan has moved to block imports of live poultry
after cases of highly pathogenic bird flu were detected at a farm near Cheshire,
England.9

Origin of outbreak

Figure 10: Region of outbreak: near Cheshire (RSE)

8https://english.manoramaonline.com/news/kerala/2020/03/12/bird-flu-kozhikode-malappuram.html
9https://www.thepoultrysite.com/news/2020/11/south-korea-and-taiwan-ban-uk-poultry-imports-on-bir

d-flu-fears
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A.3 Evaluation: Extraction Phase
We evaluated RSE extraction through state-of-the-art evaluation protocol. For that, we had Named-entity
recognition (NER) RSE annotated dataset to evaluate RSE extraction through standardized evaluation
scores i.e., precision, recall and F-score. Table 1 shows the precision, recall and F-Score for RSE extraction
task. For instance, in the first row of Table 1, the data reveals that 25 news articles were processed for
AMR disease. The GeospaCy tool extracted 4 RSE, while 5 RSE were annotated. The evaluation results
with precision, recall, and F-score of 1.0, 0.8, and 0.88, respectively. The overall score for all the RSE
annotated disease dataset is calculated with precision of 0.9, recall of 0.88 and F-Score of 0.88.

Disease Name No. of Articles spatRE Extracted spatRE Actual Precision Recall F-Score
Antimicrobial resistance (AMR) 25 4 5 1 0.80 0.88
COVID-19 100 100 92 0.87 0.94 0.90
Avian-Influenza 150 57 68 0.87 0.83 0.84
Lyme 29 10 10 0.83 1 0.90
Tick-borne Encephalitis (TBE) 73 73 81 0.93 0.83 0.87
Average 377 244 256 0.9 0.88 0.88

Table 1: Extraction Phase Results (RSE Extraction)

A.4 Evaluation: Geocoding Phase
In order to evaluate the Geocoding phase, there is no state-ofthe- art mechanism to evaluate the geographi-
cal coordinates of RSE. Therefore, we applied a qualitative assessment to evaluate the geometry of the
geographical coordinates of RSE. The criteria of the geometry evaluation are 1) how well the geometry of
the RSE geographical coordinates are represented, 2) how well the geometry shows the real geographical
region of RSE. The geometries were being evaluated by geographical information system (GIS) end users.
For instance, in Table 2, in first row the total score was computed for the 19 spatial relations associated
with Paris, including N, S, E, and W, using evaluations provided by end users. The score 19 RSE of Paris
evaluated by end user is 136 with the accuracy of 89.5%, with an average score of 3.6 out of 4. Overall,
the accuracy of geometries of geographical coordinates of RSE computed by GeospaCy tool for London,
Zagreb, Delft and Florence is better as compared to the other mentioned cities.

City Obtained Score Total Score Accuracy(100%) Mean(4) Remarks
Paris 136 152 89.5 3.6 Excellent
London 142 152 93.4 3.7 Excellent
Milan 106 152 69.7 2.8 Good
Madrid 77 152 50.7 2 Weak
Zagreb 116 152 76.3 3.1 Excellent
Utrecht 105 152 69.1 2.8 Good
Delft 121 152 79.6 3.2 Excellent
Lyon 114 152 75 3 Good
Florence 477 608 78.5 3.1 Excellent

Table 2: Qualitative Evaluation of Spatial Relation by City
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Abstract

NLP in the age of monolithic large language
models is approaching its limits in terms of size
and information that can be handled. The trend
goes to modularization, a necessary step into
the direction of designing smaller sub-networks
and components with specialized functional-
ity. In this paper, we present the MAMMOTH
toolkit: a framework designed for training mas-
sively multilingual modular machine transla-
tion systems at scale, initially derived from
OpenNMT-py and then adapted to ensure effi-
cient training across computation clusters. We
showcase its efficiency across clusters of A100
and V100 NVIDIA GPUs, and discuss our de-
sign philosophy and plans for future informa-
tion. The toolkit is publicly available online.

github.com/Helsinki-NLP/mammoth

1 Introduction

The field of NLP has recently witnessed a hastened
transition towards ever-larger monolithic neural
networks, exposed to gargantuan amounts of data
so as to properly fit their humongous number of
parameters. There is also a growing consensus that
this is not a sustainable trend: This approach falters
whenever data is scarce, and leads to costs—both fi-
nancial and ecological—that cannot be disregarded.

The problems of scalability are especially promi-
nent in the field of multilingual NLP. Scaling a
multilingual model to a high number of languages
is prone to suffer from interference, also known
as the curse of multilinguality, leading to degrada-
tion in per-language performance, mainly due to
the limited model capacity (Conneau et al., 2020;
Wang et al., 2020). Increasing the overall model
size, on the other hand, hits the ceiling in terms of
trainability limited by hardware, data and training

algorithms. Modularity is one approach attempting
to answer the challenges of scalability.

What is modularity? Modularity can be viewed
in two complementary ways: as sparsity or as con-
ditional computation. In the former, modularity
enforces a principled sparsity of the network, so
as to allow a model to be large at training time,
but small during inference. In the latter, a modular
approach entails routing the information flow to a
module in order to select specific model parameters
to be used in specific circumstances.

A canonical example is the use of language-
specific encoders and decoders for machine trans-
lation: For the translation direction going from a
source language LS to a target language LT , one
would use an encoder trained on on the data from
the LS source language, and a decoder trained to
handle any and all inference to the LT target lan-
guage. Note, that the encoder will typically have
seen data with LS as source language but other
languages than LT as target languages, and mutatis
mutandis for the decoder. This dynamic selection
of modules entails a principled sparse activation:
In this translation scenario, any encoder or decoder
linked to some third language LZ would not con-
tribute to the computation, as if was set at zero.

This design can therefore lead to more efficient
inference, since we can avoid computations for a
large proportion of the parameters. The modular-
ity also aids in the interpretability of parameters,
as it is easy to determine which tasks a parameter
contributes to. It also fosters the design of reusable
neural network components: Modules can in princi-
ple be combined to allow for zero-shot adaptations
to novel tasks and situations (Pfeiffer et al., 2021).

What we provide. One of the challenges that
come with the study of modularity is the lack of
a consensual, broadly available framework for de-
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signing and handling such models. The MAM-
MOTH toolkit is meant to address this gap in
the current NLP ecosystem. We build upon the
OpenNMT-py library (Klein et al., 2018) and pro-
vide a set of utilities to effectively train modu-
lar encoder-decoder systems. The MAMMOTH
toolkit is tailored toward efficient computation
across clusters of compute nodes, and covers a
broad range of architectures and use-cases. We
also inherit the user-centric concerns of Klein et al.
(2018): The design of MAMMOTH include trans-
forms, externalized computation steps providing
users with means to include arbitrary preprocessing
to better suit their experimental needs; moreover
we provide utilities to assist users with designing
configuration files for massive and complex ex-
periments semi-automatically. The MAMMOTH
toolkit is available publicly under a CC-BY license
and warmly welcomes prospective developers and
researchers wishing to contribute or request the
implementation of specific features.

2 Related work

While there exist many open-source frameworks
for training NMT systems that have been used for
experiments in modular NMT, such as fairseq (Ott
et al., 2019), to the best of our knowledge none of
them is specifically targeted at modularity. MAM-
MOTH is the first open-source toolkit to jointly
address the issues of scalability, multilinguality
and modularity.

The most relevant point of comparison would be
the AdapterHub of Pfeiffer et al. (2020): It extends
the transformers library (Wolf et al., 2020; an
NLP-centric model sharing platform and training
library) so as to enable training of adapter modules
for pre-trained state-of-the-art systems. We base
our MAMMOTH modular toolkit on the widely
used OpenNMT-py (Klein et al., 2018), a customiz-
able library for training NMT and NLG models
with a focus on efficiency based on PyTorch: The
more thorough documentation and more system-
atic organization of OpenNMT-py proved a better
starting point for MAMMOTH than the fairseq or
transformers libraries.

Another motivation behind MAMMOTH is the
lack of a standard for the different architectures of
existing works on modular systems. Modularity in
multilingual NMT has been addressed in a wide
range of custom implementations. One common
approach is to train language-specific encoders and

decoders. Vázquez et al. (2020) introduce the atten-
tion bridge, an intermediate cross-lingual shared
layer in between the encoder and decoder. Simi-
larly, Escolano et al. (2021) train language-specific
encoders-decoders without sharing any parameters
at all. Purason and Tättar (2022) also exploit this
method and explore different sharing strategies for
the decoder while keeping the decoder language or
language-group-specific. Yuan et al. (2023) exper-
iment with massive multilingual MT and propose
a plug-and-play approach with detachable mod-
ules per language. Other methods investigate the
use of language-specific transformer layers (Pires
et al., 2023), by keeping some layers source or tar-
get language-specific in the encoder. MAMMOTH
supports all of the above, and provides a new uni-
fying standard framework for training and testing
modular NMT at scale.

3 Toolkit design

We now turn to a description of our toolkit. This
section first details the requirements for the toolkit
Section 3.1, before moving to the design philoso-
phy we adopted in response to the practical needs
outlined in Section 3.2. Finally, we list and describe
all major components of our toolkit in Section 3.3.

3.1 Required functionalities

Broad architecture coverage. We aim at a
toolkit that covers the major modular architectures
proposed in related work (see Section 2) in order to
allow systematic studies over a range of implemen-
tations in a single all-encompassing framework,
ruling out cross-framework variation that prevents
a fair comparison of approaches.

In practice, the MAMMOTH toolkit focuses on
architectures where modular components can be
defined a priori and operate as separable units. The
goal is to allow efficient training of large-scale
modular systems from scratch with the possibil-
ity of a flexible asymmetric distribution of com-
ponents across large compute clusters. Further-
more, we aim for efficient inference with a de-
composable network where only necessary com-
ponents need to be loaded for specific tasks. This
leaves out sub-network selection approaches, such
as the Language Specific Sub-network architecture
(LASS; Lin et al., 2021) where a unified multilin-
gual network is split down into language-specific
parameters. This also removes dynamic routing
approaches, such as the Mixture-of-Experts (MoE;
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Figure 1: Code repository structure overview

Shazeer et al., 2017) architecture, where a model
learns a gating function that activates modules in
the network. In such architectures, it is not pos-
sible to determine in advance which parameters
will be active—and thus all parameters need to be
loaded into memory. In contrast, the component-
level modularity used in MAMMOTH allows load-
ing only the necessary parameters.

Efficient Training. An important challenge that
modular approaches are faced with is owed to their
principled sparsity: It is not necessarily feasible—
and most often not desirable—to host a copy of
all modules on every available computation de-
vice. As such, modules have to be assigned to
specific devices, which in turn entails that a mas-
sively modular system must also be able to handle
communication between any two devices that both
host a copy of the same module. Minimizing the
necessary communication across devices through
optimal device assignments of modules becomes
a critical aspect for efficient modular training. A
practical reality of multilingual and multitask set-
tings is that often data is not equally available for
all languages and tasks. Natively handling skewed
datasets and ensuring that no computation device
is ever idle is also crucial to efficiency.

3.2 Design principles
The MAMMOTH toolkit is designed around the
concept of a task. A task is the conjunction of
three elements, kept constant during the whole of
training:

(i) a set of modules;

(ii) a set of preprocessing steps; and

(iii) a single dataset (typically a parallel corpus).

In short, a task corresponds to a specific model be-
havior. In translation settings, a task will therefore
correspond to a specific translation direction (say
translating from Swahili to Catalan): All training
datapoints for this direction (i) must involve the
same modules (pertaining to Swahili encoding and

Catalan decoding); (ii) must be preprocessed with
the same tokenizers; and (iii) can be grouped into a
single bitext.

We furthermore enforce that a task is tied to a
specific compute node and device; in other words,
we associate each task with an available GPU, and
host a copy of all modules relevant to that task on
said GPU. This greatly simplifies questions of de-
vice allocation and communication efficiency, since
we can examine how allocating specific tasks to
specific GPUs will impact communication across
devices. In short, we can aim to minimize com-
munication by associating tasks that involve the
same components on the same computation device,
thereby limiting the number of module copies for
which gradient would need to be synchronized.

In Figure 2, we showcase a few examples of
configurations file snippets to illustrate how tasks
can be defined. In essence, the configuration file
expects the tasks key to be a mapping of task iden-
tifiers (e.g., “train_bg-en”) to task definitions.
Each task definition must explicitly state the se-
quence of modules to be used for the encoders and
decoders (or “sharing groups”). This allows for
a highly flexible modular configuration, ranging
from systems that only involve task-specific mod-
ules to non-modular systems. The current main
limitations we impose are that (i) all tasks must in-
volve the same number of modules,1 and (ii) mod-
ule definitions are specific to a given sequential
position. In other words, defining two tasks with
encoder sharing groups [x, y] and [y, x] entails
defining four modules, not two. These limitations
however allow us to factor out the number of layers
each module has, by means of the enc_layers and

1Note that this does not entail that all tasks involve the
same degree of sharing: By setting up task-specific modular
components, one can easily define a pipeline that formally
contains the same number of modules (so as to satisfy this
requirement) and that is only applied to a given task. To take
a concrete example, we could define an NMT system where
encoders would be comprised of one language-specific module
and one language family-specific module: Isolated languages
such as Basque would therefore not share any of their encoder
parameters with any other languages.
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1 tasks:
2 train_bg-en:
3 src_tgt: bg-en
4 enc_sharing_group: [bg]
5 dec_sharing_group: [en]
6 node_gpu: "0:0"
7 path_src: /path/to/train.bg-en.bg
8 path_tgt: /path/to/train.bg-en.en
9 train_cs-en:

10 src_tgt: cs-en
11 enc_sharing_group: [cs]
12 dec_sharing_group: [en]
13 node_gpu: "0:1"
14 path_src: /path/to/train.cs-en.cs
15 path_tgt: /path/to/train.cs-en.en
16 train_en-cs:
17 src_tgt: en-cs
18 enc_sharing_group: [en]
19 dec_sharing_group: [cs]
20 node_gpu: "0:1"
21 path_src: /path/to/train.cs-en.en
22 path_tgt: /path/to/train.cs-en.cs
23

24 enc_layers: [6]
25 dec_layers: [6]

1

(a) Example configuration for task-
specific encoders and decoders

1 tasks:
2 train_bg-en:
3 src_tgt: bg-en
4 enc_sharing_group: [bg, all]
5 dec_sharing_group: [en]
6 node_gpu: "0:0"
7 path_src: /path/to/train.bg-en.bg
8 path_tgt: /path/to/train.bg-en.en
9 train_cs-en:

10 src_tgt: cs-en
11 enc_sharing_group: [cs, all]
12 dec_sharing_group: [en]
13 node_gpu: "0:1"
14 path_src: /path/to/train.cs-en.cs
15 path_tgt: /path/to/train.cs-en.en
16 train_en-cs:
17 src_tgt: en-cs
18 enc_sharing_group: [en, all]
19 dec_sharing_group: [cs]
20 node_gpu: "0:1"
21 path_src: /path/to/train.cs-en.en
22 path_tgt: /path/to/train.cs-en.cs
23

24 enc_layers: [4, 4]
25 dec_layers: [4]

1

(b) Example configuration for arbitrar-
ily shared layers in encoders, and task-
specific decoders

1 tasks:
2 train_bg-en:
3 src_tgt: all-all
4 enc_sharing_group: [all]
5 dec_sharing_group: [all]
6 node_gpu: "0:0"
7 path_src: /path/to/train.bg-en.bg
8 path_tgt: /path/to/train.bg-en.en
9 transforms: [prefix]

10 src_prefix: "<to_en>"
11 train_cs-en:
12 src_tgt: all-all
13 enc_sharing_group: [all]
14 dec_sharing_group: [all]
15 node_gpu: "0:1"
16 path_src: /path/to/train.cs-en.cs
17 path_tgt: /path/to/train.cs-en.en
18 transforms: [prefix]
19 src_prefix: "<to_en>"
20 train_en-cs:
21 src_tgt: all-all
22 enc_sharing_group: [all]
23 dec_sharing_group: [all]
24 node_gpu: "0:1"
25 path_src: /path/to/train.cs-en.en
26 path_tgt: /path/to/train.cs-en.cs
27 transforms: [prefix]
28 src_prefix: "<to_cs>"
29

30 enc_layers: [6]
31 dec_layers: [6]

1

(c) Example configuration for a non-
modular multilingual system. A lack
of target language specific parame-
ters necessitates adding a language
token using a prefix transform.

Figure 2: Snippets from example configurations

dec_layers keys.

3.3 Implementation

Our code-base is historically based on the
OpenNMT-py library (Klein et al., 2018). Although
the changes accrued to convert it to a modular
framework have proven significant enough to re-
quire deep refactoring and restructuring, readers
may find referring to Klein et al. (2018) a useful ad-
dition to the present description to cover the basic
aspects of the NMT toolkit. Some practical imple-
mentation choices we inherit from OpenNMT-py
include the fact that our framework is based on Py-
Torch (Paszke et al., 2019) as well as the presence
of transforms and YAML-based configuration files.

Figure 1 provides an overview of the major ele-
ments included in the MAMMOTH toolkit. Util-
ities listed in the tools are intended to facilitate
setting up training, conducting experiments, or eval-
uating models. The core source-code itself is filed
under the mammoth directory. The source files are
grouped in eight python submodules.

The bin submodule. The bin submodule con-
tains utilities for training modular systems and
translating using MAMMOTH systems.

The transforms submodule. The transforms
submodule contains a list of default transforms that

toolkit users can easily expand to suit their prepro-
cessing needs. Currently, the MAMMOTH toolkit
contains transforms for: external tokenization (e.g.,
using SentencePiece, Kudo and Richardson, 2018)
and subword regularization (Kudo, 2018); denois-
ing auto-encoding task, using a BART-style (Lewis
et al., 2020) or a MASS-style (Song et al., 2019)
objective; filtering low-quality parallel sentences
on the fly; and injecting prefixes, such as control
and language tokens or decoder-side prompts.

The distributed submodule. The
distributed submodule contains the core
implementation of the conceptual tasks we
outlined in Section 3.2. It also defines routines for
efficient communication in modular settings. In
particular, we define an algorithm for broadcasting
and synchronizing gradients across all tasks shown
in Algorithm 1: The gist of it is that we are able to
use the a priori structure to omit communication
of parameters that are not on the device at all.
For the modules on the device, we signal in how
many tasks it has been used, and therefore has
a gradient, and rely on this information to sum
and renormalize gradients appropriately. The
distributed submodule also contains explicit
implementations for computation contexts (dis-
tributed vs. single-GPU vs. CPU-bound training),
as well as logic to handle uneven task distributions.
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Algorithm 1 Gradient accumulation and communi-
cation for one datapoint of task T
Require: set of modules in the complete model,

C = {C1, . . . , Cu}
Require: set of modules on the device,

D = {D1, . . . , Dv} ⊆ C
Require: ordered set of modules used in task T ,
T = {T1, . . . , Tw} ⊆ D

Require: inputs and labels, ⟨x,y⟩ ∈ DT

▷ forward pass
h0 ← x
for i ∈ {1, . . . , w} do

hi ← Ti (hi−1)
end for

▷ communicate modules used
readyT ← (1T (D1), . . . , 1T (Dv))
n← broadcast readyT , reduce by sum

▷ backward pass
for j ∈ {1, . . . , v} do

∆Dj ←
{
−∇hiDj Dj ∈ T

0 Dj /∈ T

∆Dj ← broadcast ∆Dj , reduce by sum
∆Dj ← ∆Dj/nj

end for

The inputters submodule. The inputters
submodule contains all code logic for handling
data: It provides objects for representing parallel
corpora, handling batching through reservoir sam-
pling, and multiplexing batch streams from multi-
ple tasks whenever more than one task is allocated
to a given device.

The modules and models submodule. These
two python submodules contain code logic for
defining specific PyTorch components and group-
ing them together in coherent models.

The translate submodule. The translate
submodule contains all code logic for handling
inference.

The utils submodule. The utils submodule
regroups all remaining code logic, including opti-
mizers, loss computation, early stopping and ten-
sorboard reporting.

The config-config tool. We prefer explicit
over implicit when it comes to the configuration
yaml file, even though the configuration can be-
come verbose and repetitive. The config-config
tool makes configuring MAMMOTH more user
friendly. When given a simple meta-configuration
file (see Appendix C for an example), it can per-
form the following operations to generate the com-
plete configuration:

• Path templating for massively multilingual
corpora with various directory structures (See
Appendix A for details),

• Find which tasks have data in the corpus,

• Determine task weighting and curriculum,

• Determine language groups by clustering,

• Configure the layerwise parameter sharing
groups of tasks (See Appendix B for details),

• Ensure that the correct transforms are set for
translation and denoising autoencoder tasks,

• Allocate tasks to nodes and GPUs. A local
search procedure is used, taking into account
parameter sharing groups and tasks delayed
by curriculum weighting.

• Determine the adapter configuration for each
task.

4 Performances

We utilize the Europarl dataset (Koehn, 2005) -
a multilingual resource extracted from European
Parliament proceedings containing texts in 21 Euro-
pean languages - for model training to showcase the
efficiency of our toolkit. We report performances
on the Europarl dataset across various parameter-
sharing schemes and computing clusters.

Modeling. We use a SentencePiece model
trained on OPUS Tatoeba Challenge data with 64k
vocabulary size.2 We adopt three sharing schemes:
1) a language-specific one that uses a balanced ar-
chitecture with a 6-layer transformer encoder and
a 6-layer decoder for each language, 2) a partially
shared one that has eight layers of encoders (4
shared and language-specific layers) and four lay-
ers of decoders, and 3) a fully shared one with 9-
layer encoder and 4-layer decoder for all languages.
For the transformer network, we enable position
encoding and use a dimension of 512 and 8 atten-
tion heads. The feed-forward dimension within the
transformer is 2048.

Setup. We utilize two types of GPUs: NVIDIA
V100 and A100. We run the toolkit with Python
3.9.16 and PyTorch 2.1.0. We use a maximum
sequence length for source and target languages

2https://object.pouta.csc.fi/Tatoeba-MT-spm/
opusTC.mul.64k.spm
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of 200, and a batch size of 4096 tokens. The de-
tailed setup guide for the experiment is available
in our documentation,3 including data processing,
configurations, and launching scripts.

Benchmarking results. We studied the perfor-
mance of MAMMOTH on CSC’s NVIDIA V100
and A100 clusters, where each node contains four
NVIDIA V100/A100 GPUs connected via NVLink
and nodes are interconnected via InfiniBand. Scal-
ing benchmarks were undertaken such that the num-
ber of tasks increases proportional to the number of
allocated GPUs as we are interested in the ability
to scale to larger problems with similar load per
GPU.

In practice, we train one task on each available
GPU for this benchmark. For benchmarking pur-
poses, this task is defined over synthetic data de-
rived from the Europarl dataset (Koehn, 2005): We
concatenate bi-texts for all available translation
directions, and then randomly split it into 20 sub-
corpora. While individual data-points remain co-
herent, this shuffling process allows us to sidestep
concerns about variation in linguistic factors, such
as sentence length, that were found to be a concern
in an earlier iteration of this benchmark.

Moreover, we studied task scaling with three dif-
ferent approaches. Firstly, an approach where all
source languages use language-specific encoders
and decoders, denoted by “independent.” Secondly,
an approach where all source languages use the
same shared encoder but decoders are target lan-
guage specific, denoted by “shared.” Finally, an
approach denoted as “partially shared”, where the
encoder begins with a stack of language-specific
layers, followed by a stack of shared encoder layers,
finally passing information to language-specific de-
coders, similar to the setup discussed in Figure 2b.

Figure 3 shows task scaling benchmarks from
a single node up to 5 nodes using the synthetic
dataset. We achieve nearly ideal scaling in all of
the scenarios: Drops in performance compared to
our ideal reference are limited to 5% at most.

To give more context to the benchmarks, we
measured the memory footprint and utilizations in-
dependently on each GPU. The mean utilization
percentage with the five nodes run with language-
specific encoders and decoders was 85%, and the
device memory footprint was 7.7G out of 32G.
Furthermore, we also did performance profiling

3https://helsinki-nlp.github.io/mammoth/
examples/train_mammoth_101.html
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Figure 3: Scaling on V100 and A100 clusters

using NVIDIA Nsight Systems tool to better under-
stand the communication, using the 2-node setup.
All communication in the code is outsourced to
the NVIDIA Collective Communications Library
(NCCL) and at present, it appears that approxi-
mately 28 % of the GPU-kernel execution time is
spent on NCCL Allreduce. Further communication
studies and optimizations with different architec-
tures and setups remain subject to future work. Nev-
ertheless, as we are able to achieve linear scaling
beyond a single node, it suggests that the commu-
nication overheads are alleviated at scale (relative
to tokens processed per second).

Environmental costs. We run the benchmarking
experiments on CSC’s carbon-neutral data center
powered by hydropower. We measure our carbon
footprint using the direct eq. CO2 of 0kg/kWh and
indirect of 0.024kg/kWh as the carbon efficiency.4

Each benchmarking experiment runs for around
one hour. Our total carbon footprint is 0.11 kg eq.
CO2. The estimated carbon footprint for training a
model over 24 hours is 0.14 kg eq. CO2.

5 Conclusions and next developments

In this paper, we have introduced MAMMOTH, a
toolkit for training modular encoder-decoder neural
networks at scale. The toolkit is publicly available
under a CC-BY license, and we warmly welcome
the help of new developers and researchers wishing
to extend it.

Further planned development of the MAM-
MOTH toolkit will specifically focus on the fol-
lowing elements:

4https://www.syke.fi/fi-FI/Tutkimus_
_kehittaminen/Kiertotalous/Laskurit/YHiilari
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• Interfacing our toolkit with the popular Hug-
gingFace framework, to allow a wider dif-
fusion of MAMMOTH-based modules and
reusing existing foundation models for the ini-
tialization of modular systems

• Interfacing the MAMMOTH toolkit with the
OPUS ecosystem (Tiedemann, 2012), and in
particular the OpusFilter tools (Aulamo et al.,
2020) so as to delegate data selection to a
dedicated third party.

• Providing support for partially frozen modular
systems, which would enable adapter-style
parameter-efficient fine-tuning.

• Continuing our work of including modular
approaches, in particular continuous prefixes.
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A Corpus path templating

Paths to corpora are specified using path templates,
which can contain variables that will be substituted
by the config-config tool.

Directional corpus mode. For corpora where
the two translation directions of a language pair are
distinguished from each other.

src_lang The source language of the task.

tgt_lang The target language of the task.

lang_pair src_lang-tgt_lang for convenience.

Symmetric corpus mode. For corpora where a
language pair uses the same files for both transla-
tion directions.

lang_a The alphabetically first language.

lang_b The alphabetically second language.

side_a ‘src’ if the language pair is used in the “for-
ward” direction, otherwise ‘trg’. Note that the
abbreviation for target is ‘trg’, not ‘tgt’.

side_b ‘trg’ if the language pair is used in the “for-
ward” direction, otherwise ‘src’.

sorted_pair the source and target languages in al-
phabetical order, separated by a hyphen.

As an example, let’s say that the corpus con-
tains two files eng-ben/train.src.gz (English
side) and eng-ben/train.trg.gz (Bengali side).
The data should be used symmetrically for both
Bengali-to-English and English-to-Bengali direc-
tions. For the first, lang_pair and sorted_pair
are the same. For the second, lang_pair is “eng-
ben”, but sorted_pair is “ben-eng”.

Thus, in order to use the files in the cor-
rect order, you should use the source path tem-
plate {sorted_pair}/train.{side_a}.gz, and
{sorted_pair}/train.{side_b}.gz as the tar-
get path template.

B Layerwise parameter sharing

The parameter sharing architecture is defined as
two concatenations of modules, one for the en-
coder and one for the decoder. Each module has a
specified number of layers, and a parameter sharing
pattern. The following parameter sharing patterns
are available in config-config. Note that arbi-
trary sharing patterns are possible when generating
the configuration file by other means.
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FULL fully shared parameters. Will be named
using the constant “full”.

SRC_GROUP groupwise shared parameters.
Will be named according to the cluster id of
the source language.

TGT_GROUP groupwise shared parameters.
Will be named according to the cluster id of
the target language.

GROUP groupwise shared parameters. Same as
SRC_GROUP for encoder and TGT_GROUP
for decoder. For convenience.

SRC_LANGUAGE language specific parameters.
Will be named according to the source lan-
guage code.

TGT_LANGUAGE language specific parame-
ters. Will be named according to the target
language code.

LANGUAGE language specific parameters.
Same as SRC_LANGUAGE for encoder
and TGT_LANGUAGE for decoder. For
convenience.

Note that it is possible to have target-language-
dependent modules in the encoder, by using
TGT_LANGUAGE or TGT_GROUP in the def-
inition of the encoder sharing patterns5.

C Example meta-config

We include a practical example of a meta-
configuration file in Figure 4.

Note that the number of GPU devices per node
(n_gpus_per_node) and the maximum number
of tasks to allocate per GPU (n_slots_per_gpu)
should be configured according to the cluster hard-
ware.

5Source-language dependent modules in the decoder are
possible as well.
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1 config_config:
2 src_path: "/data/Tatoeba-Challenge/{sorted_pair}/train.src.gz"
3 tgt_path: "/data/Tatoeba-Challenge/{sorted_pair}/train.trg.gz"
4 ae_path: "/data/Tatoeba-Challenge/monolingual_filtered/{tgt_lang}.txt.gz"
5 valid_src_path: "/data/Tatoeba-Challenge/dev/dev.{sorted_pair}.{src_lang}.gz"
6 valid_tgt_path: "/data/Tatoeba-Challenge/dev/dev.{sorted_pair}.{tgt_lang}.gz"
7 autoencoder: True
8 n_groups: 1
9 keep_lc_cache: True

10 use_weight: True
11 use_introduce_at_training_step: False
12 split_large_language_pairs: 0.25
13 temperature: 0.2
14 ae_weight: 0.1
15 zero_shot: True
16 transforms:
17 - filtertoolong
18 - sentencepiece
19 - prefix
20 - filtertoolong
21 ae_transforms:
22 - filtertoolong
23 - sentencepiece
24 - denoising
25 - prefix
26 - filtertoolong
27 enc_sharing_groups:
28 - FULL
29 - SRC_LANGUAGE
30 - FULL
31 - TGT_LANGUAGE
32 - FULL
33 dec_sharing_groups:
34 - TGT_LANGUAGE
35 translation_config_dir: config/translation/tatoeba.pires23
36 n_gpus_per_node: 8
37 n_slots_per_gpu: 6
38 groups:
39 afr: "all"
40 asm: "all"
41 # omitted for brevity: more languages
42 vie: "all"
43 zho: "all"
44

45 src_vocab:
46 afr: "/sentencepiece/opusTC.afr.32k.spm.vocab"
47 asm: "/sentencepiece/opusTC.asm.32k.spm.vocab"
48 # omitted for brevity: more languages
49 vie: "/sentencepiece/opusTC.vie.32k.spm.vocab"
50 zho: "/sentencepiece/opusTC.zho.32k.spm.vocab"
51 tgt_vocab:
52 # omitted for brevity: same as src_vocab
53 overwrite: False
54

55 src_subword_model: "/sentencepiece/opusTC.{src_lang}.32k.spm"
56 tgt_subword_model: "/sentencepiece/opusTC.{tgt_lang}.32k.spm"
57 enc_layers: [2, 2, 8, 3, 1]
58 dec_layers: [3]

1

59 #### Tuned in HPO
60 learning_rate: 1e-4
61 adam_beta1: 0.9
62 adam_beta2: 0.98
63 dropout: 0.01
64 weight_decay: 0.001
65 label_smoothing: 0.1
66 accum_count: 16
67

68 #### Constant
69 model_dim: 512
70 transformer_ff: 2048
71 heads: 8
72 warmup_steps: 10000
73 decay_method: linear_warmup
74 train_steps: 150000
75 valid_steps: 5000
76 save_checkpoint_steps: 5000
77 optim: adamw
78 max_grad_norm: 5.0
79 batch_size: 14000
80 batch_type: tokens
81 normalization: tokens
82 valid_batch_size: 256
83 max_generator_batches: 2
84 bridge: false
85 encoder_type: transformer
86 decoder_type: transformer
87 param_init: 0.0
88 param_init_glorot: true
89 position_encoding: true
90 report_every: 100
91 keep_checkpoint: 3
92 seed: 3435
93 model_type: text
94

95 #### Sentencepiece
96 src_subword_nbest: 5
97 tgt_subword_nbest: 5
98

99 #### Filter
100 src_seq_length: 200
101 tgt_seq_length: 200
102

103 #### Bart
104 denoising_objective: bart
105 mask_length: span-poisson
106 poisson_lambda: 3.5
107 mask_ratio: 0.5
108 random_ratio: 0.1
109 replace_length: 1
110

111 structured_log_file: "logs/tatoeba.pires23.jsonl"
112 save_model: models/tatoeba.pires23

1

Figure 4: Example meta-config

136



Proceedings of the 18th Conference of the European Chapter of the Association for Computational Linguistics
System Demonstrations, pages 137–149

March 17-22, 2024 c©2024 Association for Computational Linguistics

The DURel Annotation Tool:
Human and Computational Measurement of

Semantic Proximity, Sense Clusters and Semantic Change

Dominik Schlechtweg1, Shafqat Mumtaz Virk2, Pauline Sander1,
Emma Sköldberg2, Lukas Theuer Linke1, Tuo Zhang1,

Nina Tahmasebi2, Jonas Kuhn1, Sabine Schulte im Walde1
1University of Stuttgart, 2University of Gothenburg

Abstract
We present the DURel tool that implements
the annotation of semantic proximity between
uses of words into an online, open source inter-
face. The tool supports standardized human
annotation as well as computational annota-
tion, building on recent advances with Word-
in-Context models. Annotator judgments are
clustered with automatic graph clustering tech-
niques and visualized for analysis. This allows
to measure word senses with simple and intu-
itive micro-task judgments between use pairs,
requiring minimal preparation efforts. The tool
offers additional functionalities to compare the
agreement between annotators to guarantee the
inter-subjectivity of the obtained judgments and
to calculate summary statistics giving insights
into sense frequency distributions, semantic
variation or changes of senses over time.

1 Introduction

The concept of semantic proximity between word
uses has a rather long tradition in Cognitive Seman-
tics (Blank, 1997) and is also acknowledged by
notable lexicographers (Kilgarriff, 1997). Seman-
tic proximity quantifies how much the meanings of
two word uses “have in common” (Schlechtweg,
2023, cf. p. 25). The concept serves as (often
vague) criterion in the lexicographic clustering
process (Kilgarriff, 2007) and is thus essential to
the process of creating dictionary entries of word
senses. Being essential to the identification of word
senses, semantic proximity has further relevance
to research building on senses such as lexical se-
mantic change or semantic variation (Schlechtweg,
2023).

In lexical semantics, multiple approaches opera-
tionalized semantic proximity in human annota-
tion studies, showing that the concept can be prac-
tically implemented with reasonable agreement be-
tween annotators and correspondence to alternative
annotation procedures (Soares da Silva, 1992; Erk
et al., 2013; Schlechtweg et al., 2018).

Recently, there has been an upsurge on research
in computational modeling of semantic proximity
between word uses under the name of Word-in-
Context models (Pilehvar and Camacho-Collados,
2019; Armendariz et al., 2020), resulting from ad-
vances in modeling the meaning of word uses with
contextualized embeddings (Peters et al., 2018; De-
vlin et al., 2019). These models reach high perfor-
mance (He et al., 2020; Raffel et al., 2020) and thus
serve as an excellent starting point for any practi-
cal task building on semantic proximity like creat-
ing dictionary entries, finding novel/non-recorded
senses or identifying words that change their mean-
ing.

We present the DURel tool combining the above-
described lines of research into a user-friendly, on-
line annotation interface with open source code.1

The basic annotation data gathered in the system
are judgments of semantic proximity between word
uses (Blank, 1997; Erk et al., 2013) from mul-
tiple human or computational annotators. The
tool facilitates the annotation task by providing
a data inspection interface and automatic data val-
idation for researchers, an intuitive task interface
for annotators, guidelines in multiple languages
for annotator training as well as tutorial data for
annotator testing. Computational annotators are
provided by optimized Word-in-Context models
(Pilehvar and Camacho-Collados, 2019; Arefyev
et al., 2021) trained on human semantic proxim-
ity judgments (i.a. Schlechtweg et al., 2021; Kutu-
zov and Pivovarova, 2021b; Zamora-Reina et al.,
2022). Semantic proximity judgments are repre-
sented in a graph (McCarthy et al., 2016), clus-
tered with an automatic graph clustering tech-
nique (Schlechtweg et al., 2020, 2021) and visu-
alized for analysis (Theuer Linke, 2023). This al-
lows to measure word senses from simple and in-
tuitive semantic proximity judgments between use

1https://www.ims.uni-stuttgart.de/
data/durel-tool
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pairs. The tool offers functionalities to compare
the agreement between annotators to guarantee the
inter-subjectivity of the obtained judgments. It
provides further functionalities to calculate sum-
mary statistics over the annotated data giving in-
sights into sense frequency distributions, semantic
variation or changes of senses over time. The com-
putational annotator component allows to generate
word sense clusters for large sets of words and word
uses, making it possible, for instance, to analyze
large amounts of data or to search unlabelled data
systematically for new senses.

2 Related Work

We now compare DURel to existing text annota-
tion tools and related tools from electronic lexi-
cography. There is a number of general-purpose
text annotation tools such as CATMA (Gius et al.,
2022), INCEpTION (Klie et al., 2018), MTURK2,
PhiTag3, POTATO (Pei et al., 2022) or Toloka4.
Many of these allow to define a wide range of
custom tasks and can in principle cover use pair
annotation (cf. e.g. Giulianelli et al., 2020; Kutu-
zov and Pivovarova, 2021a). However, this often
requires preparation efforts including the writing
of small programs as well as the formulation of
guidelines and data for annotator training. The
aim of the DURel tool is to minimize such addi-
tional efforts around organizing a use pair annota-
tion study. DURel achieves this by focusing on this
particular task, implementing standardized proce-
dures which have proven to work well in previous
studies (i.a. Schlechtweg et al., 2018; Hätty et al.,
2019; Schlechtweg et al., 2020; Baldissin et al.,
2022). Further unique features of the tool are the
task-specific data analysis (see Section 4.2.5) and
computational annotators (see Section 4.2.2). Other
tools, while offering annotation for a range of tasks,
cannot offer these specific possibilities.

With its focus on a semantic annotation task (se-
mantic proximity) and the sense inference func-
tionality (see Section 4.2.4), the DURel tool is
relevant to lexicography. The most widely used
lexicographic tool is Sketch Engine.5 The DURel
tool differs from Sketch Engine by focusing pri-
marily on crowdsourcing human annotations and
offering computational annotation models, whereas

2https://www.mturk.com/
3https://www.ims.uni-stuttgart.de/

data/phitag
4https://toloka.ai/en/docs/
5https://www.sketchengine.eu

x

4: Identical
3: Closely Related
2: Distantly Related
1: Unrelated

x

Identity
Context Variance
Polysemy
Homonymy

Table 1: The DURel relatedness scale (Schlechtweg
et al., 2018) on the left and its interpretation from
Schlechtweg (2023, p. 33) on the right.

Sketch Engine offers frequency-based corpus anal-
ysis and manual dictionary making. The two tools
could be integrated to provide improved analysis
of word meaning.

3 Background

The DURel tool implements the word sense annota-
tion scheme developed in Schlechtweg et al. (2018,
2020, 2021) and described in detail in Schlechtweg
(2023, pp. 31ff.). The scheme builds on use pair
proximity annotation on a relatedness scale com-
bined with a graph clustering procedure. Annota-
tors are asked to judge the semantic relatedness of
use pairs, such as the two uses of arm in (1) and
(2), on the scale in Table 1.

(1) [. . . ] she opened a vein in her little arm, and
dipping a feather in the blood [. . . ]

(2) [. . . ] he saw her within reach of his arm, yet
the light of her eyes seemed as far off [. . . ]

The annotated data of a word is then represented in
a graph, which we call Word Usage Graph (WUG),
where vertices represent word uses, and weights
on edges represent the (median) semantic related-
ness judgment of a use pair. The final WUGs are
clustered with Correlation Clustering (Bansal et al.,
2004; Schlechtweg et al., 2020).

Consider the example in Figure 1 to understand
how senses and semantic change can be inferred
with the DURel annotation procedure: Assume that
WUG G represents the semantic proximity struc-
ture annotated for the set of word uses U of the
English word arm displayed in Table 2. The uses
U1 = {A,B,C} and U2 = {D,E, F} were sam-
pled from the two time periods 1820–1860 and
1950–1990 respectively (t1, t2). We derive sense
clusters on G by building three clusters of uses with
high semantic proximity and low semantic prox-
imity to other clusters: C1 = {A,C, F} (blue),
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G G1 G2

Figure 1: Clustered WUG G of arm (left), subgraph for 1st time period G1 (middle) and subgraph for 2nd time
period G2 (right). black/gray lines for high (≥ 2.5)/low (< 2.5) edge weights. Spatial proximity of nodes loosely
corresponds to their semantic proximity annotation. Visualization taken from Schlechtweg (2023, p. 40).

C2 = {D,E} (orange), C3 = {B} (green). We
then build the time-specific subgraphs G1 and G2

and are now able to compare the clusters between
time periods. For instance, C3 only exists in the
first time period while C2 only exists in the second
time period.

4 Tool description

DURel is a web application supporting user in-
teraction by browser (Mozilla Firefox is rec-
ommended).6 It was created on an architec-
ture incorporating Java Spring for backend, Post-
greSQL for the database, HTML/CSS/JavaScript
plus Thymeleaf for frontend, and a CSV format
for transferring annotations. The source code of
the tool is publicly available under a Creative Com-
mons Attribution-NonCommercial-ShareAlike 4.0
International License.7

4.1 Data format
Sets of a word uses as in Table 2 are the basic data
type that DURel works with. These can be sampled
from any corpus by the user and then uploaded to
the tool (after registration) as one CSV per word
through an interface. The files should contain at
least one use context per line along with the target
word and target sentence character indices. Addi-
tionally, they can contain meta-information such
as the target word’s POS, the date of the use or a
user-specified grouping tag for uses, which can be
used later for statistics and visualization.

6Find a demo video at https://www2.ims.
uni-stuttgart.de/video/durel-tool/
231121-durel-tool-demo.mp4.

7https://github.com/ChangeIsKey/durel_
tool

4.2 Features
We now describe the central features of the DURel
tool.

4.2.1 Project management
By clicking on the tab "Upload Project" the user
can create an annotation project. He has to spec-
ify the project language and choose a set of CSV
files containing word uses to upload. He has then
two options options to create annotation instances
(use pairs): (i) Let the system generate random
sequences per annotator of all possible combina-
tions of use pairs per word. (ii) Upload a user-
defined sequence of annotation pairs, which will
be presented to each annotator in randomized or-
der. In both cases, the sequence within use pairs
is swapped with a 0.5 probability. Alternatively,
the user can upload his own gold annotations as
annotation project.

Under the tab "My Projects", users can manage,
download or delete their projects, as well as assign
specific users to projects or make a project entirely
public (see Figure 4). A user that has been granted
access can annotate for that project.

4.2.2 Use pair annotation
Use pairs are judged on the semantic proximity
scale shown in Table 1. An annotator has the option
of assigning a label between 1 (unrelated) and 4
(identical), or to assign no label (Cannot decide).

Human annotation When an annotator registers
to the DURel tool, they first need to successfully
complete an annotation tutorial. Before starting the
tutorial, the annotator is asked to read the guide-
lines page, which explains how to make semantic
proximity judgments. In the tutorial, the annotator
annotates only a few use pairs of different words.
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1824 and taking a knife from her pocket, she opened a vein in her little arm,
1842 And those who remained at home had been heavily taxed to pay for the arms, ammunition;
1860 and though he saw her within reach of his arm, yet the light of her eyes seemed as far off

. . .
1953 overlooking an arm of the sea which, at low tide, was a black and stinking mud-flat
1975 twelve miles of coastline lies in the southwest on the Gulf of Aqaba, an arm of the Red Sea.
1985 when the disembodied arm of the Statue of Liberty jets spectacularly out of the

Table 2: Sample of diachronic corpus taken from Schlechtweg (2023, p. 41).

These judgments are then checked against a hid-
den gold standard. The annotator only passes the
tutorial if he reaches a certain level of agreement.

After passing the tutorial, annotators can anno-
tate for projects to which they have been assigned
by clicking on the "Annotate" tab (see Figure 6
in Appendix). Each project is divided into several
words. Annotators can decide which word they
annotate and the annotation can be paused at any
time.

For each annotation instance, the tool records the
judgment label, an optional comment, the annotator
name and the timestamp of the judgment.

Computational annotation We use optimized,
multi-lingual Word-in-Context (WiC) models as
computational annotators. These are treated anal-
ogous to human annotators in the DURel system.
They appear as users/annotators in the project man-
agement and can be assigned to an annotation
project or an individual word by the user through
clicking on the "Tasks" tab. Creating a task with a
computational annotator will trigger an automatic
annotation pipeline in the DURel backend retriev-
ing annotation labels with the respective model and
storing them in the DURel database. This allows
large-scale data labeling for uploaded projects. The
currently available computational annotators are:

• Random samples a random integer between 1
and 4 with uniform probability (as baseline).

• XLMR+MLP+Binary: XLMR (Conneau
et al., 2020) vectorizer with multi-layer per-
ception and binary classification head on con-
catenated vectors; trained on WiC dataset; pre-
dicts either value 1 or 4.

• XL-Lexeme: bi-encoder that vectorizes the in-
put sequences using a XLMR-based Siamese
Network (Cassotti et al., 2023); trained to min-
imize the contrastive loss with cosine distance
on several WiC datasets; predicts either value
1 or 4 based on thresholding cosine similarity
between vectors at 0.5.

4.2.3 Use Analysis
By clicking on the "Data" tab the user can (i) in-
spect uses or (ii) annotator judgments for each word
in their projects (see Figure 5 in Appendix). Uses
are displayed in concordance tables showing the
aligned target words with additional context. The
table offers sorting functions according to multiple
criteria. Annotator judgments are displayed in a
table with additional information such as the con-
texts of both uses, the data IDs, annotator name
and annotator comment.

4.2.4 Annotation statistics
On the "Statistics" tab the user can calculate a
range of summary statistics over the annotated
data for analysis. These include (i) various mea-
sures of annotator agreement, (ii) label averages
for words, groupings and annotators, (iii) compar-
isons between human and computational annota-
tion. Further, the system allows to infer various
meta-measures from the basic semantic proximity
annotations. These include (i) word sense cluster-
ing, (ii) semantic variation measures, (iii) semantic
change measures.

4.2.5 Annotation visualization
The visualization takes the form of a clustered net-
work graph, calculated with Python in the backend,
which the Pyvis visualization library, an interface
for Vis.js, connects to a HTML, JavaScript and
CSS frontend.8 Nodes in the graph represent word
uses and edge weights represent the annotations of
use pairs (see Figure 7 in Appendix). Each edge’s
proximity score is calculated by taking the median
between annotator judgments. When all of the an-
notators have given a score of "Cannot decide",
the edge is marked with "NaN". If a node has
at least half of its judgments as "Cannot decide",
it is excluded from the clustering process. The
plotted graph can be filtered according to annota-
tion group, date, edge weight, annotator and noise

8https://www.ims.uni-stuttgart.de/
data/wugs
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nodes or edges. The visualization also includes
additional information, such as sense frequency
and probability distributions, metainformation on
uses, the clustering method and the node position-
ing method. Users can explore detailed information
in additional "Stats" dropdowns. The main goal of
the graph visualization is to make it easier to find
information on word uses. In contrast to a large
text document or table with hundreds of uses, in
a clustered graph different meanings can be found
quickly.

4.3 Frontend
The user interface of DURel is designed with
HTML, CSS, JavaScript and the Thymeleaf tem-
plate engine. Thymeleaf is a natural choice for an
application with Java Spring Boot as it provides
full Spring Framework integration.

4.4 Backend
The DURel backend is built with the Spring frame-
work and a PostgreSQL database, both of which
are open-source and widely used in industry. It
is responsible for user and project management,
transferring project data (upload, download), han-
dling the annotation process, and data analysis (use
analysis, statistics). The backend runs the WUG
visualization pipeline as a subprocess (see Section
4.2.5).

The computational annotation pipeline is imple-
mented as a separate component, built in Python
with PyTorch9 and Hugging Face10: It retrieves
annotation tasks users create on the DURel web-
site, automatically generates annotations and sends
them back to the DURel backend. We deploy the
two components on different servers and let them
interact with each other by sending REST API re-
quests. The separation gives us the possibility to
use the computational annotation pipeline indepen-
dently from DURel with other annotation tools. It
also allows us to deploy the computational anno-
tation pipeline on any server, depending on com-
putational workload, and to run multiple instances
of the pipeline to spread the workload to multiple
servers.

5 Case Studies and Evaluation

In this section, we describe two case studies to
show the usefulness of the tool and to evaluate

9https://pytorch.org/
10https://huggingface.co

the computational annotators: (i) The arm exam-
ple is a small scale study on a chosen test word
for which we selected word uses from a corpus.
(ii) The lexicographer case study conducted on a
set of 18 Swedish words is related to an ongoing
lexicographic project.

5.1 The arm example
For various senses of the word arm, Schlechtweg
(2023, p. 41) selected the sentences (i.e. word
uses) displayed in Table 2 from the online interface
of COHA corpus (Davies, 2012). We uploaded
these uses to the DURel tool, which combined
each sentence with every other sentence into use
pairs. These pairs were then annotated with the XL-
Lexeme annotator (see Section 4.2.2) and clustered
using the correlation clustering algorithm. The re-
sulting cluster structures were then visualized via
the system’s visualization function (see Figure 8
in Appendix). The generated cluster structures are
very similar to the manual annotations: both cluster-
ings distinguish the metaphorical sense ‘arm of the
sea’ (recall Section 3). However, the computational
annotator merges the ‘body part’ and the ‘weapon’
sense. Hence, while the computational annotator is
not perfect, it works reasonably well for this exam-
ple. We hope that this annotator will prove useful
to discover meaning structures in various meaning-
related study areas. One such application is given
in the next subsection. (We also provide a video
demonstration of this example.11)

5.2 The lexicographer case study
To test DURel in a practical application, we used it
in a small study on revealing semantic variation in
Swedish. The study is closely related to the work
of revising the comprehensive Swedish dictionary
published by the Swedish Academy (’The Con-
temporary Dictionary of the Swedish Academy’;
in short SO12), a general language definition dic-
tionary with about 65,000 headwords. An impor-
tant part of the revision work within the dictio-
nary project is to examine whether the meanings
of the headwords in SO have developed in some
way since the last edition was published. How-
ever, the lexicographic team of SO currently do
not, in a systematic way, use any formal compu-
tational methods for discovering semantic change

11https://www2.ims.uni-stuttgart.de/
video/durel-tool/230623-durel-tool-demo.
mp4.

12https://svenska.se/
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Word ARI Word ARI

ofantlig 1.0 klimat 0.083
enkelspårig 1.0 vansinnig 0.0
baksida 0.912 lirka 0.0
bagage 0.785 kapitulera 0.0
fasad 0.652 hemmaplan 0.0
vissen 0.645 hagla 0.0
skör 0.507 fotavtryck 0.0
rutten 0.333 tvärnita -0.019
ventilera 0.303 kriga -0.025
Average 0.343

Table 3: Cluster evaluation based on ARI.

on the lexical level. Hence, the lexicographic chal-
lenge is finding relatively new meanings not al-
ready recorded. The question is whether the DURel
tool can point out meaning variation (as an indica-
tor of change) by clustering different meanings of
a word. For that purpose, as a first round of experi-
ments, we selected a set of 18 established Swedish
words that are already in SO. These words were
thoughtfully selected based on their semantic char-
acteristics: all of them have a main sense and one
or more subsenses. For each word, we automati-
cally extracted a collection of 50 random sentences
from the SVT (Swedish Television) corpus avail-
able through Korp (Borin et al., 2012). These sen-
tences were then uploaded into the tool, automati-
cally paired and annotated with XL-Lexeme, and
finally clustered using the correlation algorithm.
The resulting clusters were evaluated against lexi-
cographer judgments for sense clusters (gold data).

Table 3 displays the evaluation results using the
Adjusted Rand Index (ARI, Hubert and Arabie,
1985) to compare automatically generated clusters
with manually curated gold clusters. Each row rep-
resents a specific word used to form the clusters,
with the corresponding ARI value indicating the
similarity between the automatic and gold clusters
generated by DURel and the lexicographer respec-
tively. ARI generally ranges from -0.5 to 1, where
higher values closer to 1 signify better agreement
between the gold clusters and the derived clusters.
A value of 0 suggests a random clustering. As can
be noted words like ofantlig, enkelspårig, baksida,
and bagage demonstrate relatively high ARI val-
ues, indicating stronger alignment between their
respective clusters and the gold clusters. In con-
trast tvärnita, hemmaplan and vansinnig show ARI
values of 0 or slightly negative. The ‘Average’ row

Figure 2: Clusters for bagage.

provides an overall assessment by presenting the
average ARI across all words. The moderately
positive average value suggests that the automati-
cally derived clusters generally encode meaningful
semantic information which could be useful for
lexicographic work.

In addition to automatic evaluation using ARI,
the clusters were analyzed qualitatively by a lexi-
cographer, which provided useful insights. For ex-
ample consider Figure 2 which shows the clusters
produced for the word bagage (Eng: ‘luggage’).
As can be seen, the uses were clustered into three
main clusters (colored blue, orange, and green).
The blue and orange colored represent the literal
and figurative usage of the word respectively while
one of the uses was wrongly put into the third,
green cluster. A discrepancy between the number
of clusters identified by DURel and the number of
senses recorded in SO dictionary for the candidate
word can be used as an indicator that the descrip-
tion in the dictionary is outdated. Such words can
be prioritized for manual inspection in order to up-
date the dictionary entry or otherwise to improve
the computational model. An examination of the
figurative examples (the orange cluster) revealed
that some of the uses can be classified as different
variants of the same Swedish idiomatic expression
(e.g. ha något i bagaget, ENG: ‘to have something
in the luggage’). This particular idiom, and sim-
ilar others, is not treated in SO 2021 and will be
included in the next edition. Further, the text ex-
amples from the corpora form also a good basis to
include more language examples in the SO dictio-
nary. In summary, the DURel tool was evaluated by
the lexicographer to be helpful in revising the SO
dictionary, who otherwise has relied completely on
manual cumbersome methodology.
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6 Conclusion

We presented the DURel, an online, open-source
annotation tool for annotating semantic proxim-
ity between word uses. The tool supports human
as well as computational annotation, building on
recent advances with WiC models. Annotator judg-
ments are automatically clustered and visualized
for analysis. This allows to capture word senses
with simple and intuitive micro-task judgments be-
tween use pairs, requiring minimal preparation ef-
forts. Additionally, DURel can compare the agree-
ment between annotators to guarantee the inter-
subjectivity of the obtained judgments and to cal-
culate summary statistics over the annotated data
giving insights into sense frequency distributions,
semantic variation or changes of senses over time.
The computational annotator component allows to
generate word sense clusters for large sets of words
and word uses, making it possible, for instance, to
analyze large amounts of data or to search system-
atically for new senses.

A number of different research groups around
the world have used the system to annotate data
(e.g. Zamora-Reina et al., 2022; Kutuzov et al.,
2022; Aksenova et al., 2022; Chen et al., 2023) and
continue to do so: Currently, the tool is being used
to annotate an Italian dataset.

6.1 Limitations
DURel provides a range of functionalities feasible
only because it focuses on a single task but with the
disadvantage of a more narrow application range
and low customization. This also binds users to
the four-level annotation scale hard-coded into the
system. While this scale is motivated by theory
(Schlechtweg et al., 2018), there exist valid alter-
natives (e.g. Erk et al., 2013; Brown, 2008). For
users who want to use such an alternative scale,
we recommend to conduct the annotation study
within a more customizable annotation system like
PhiTag. The annotated data can then be uploaded
to DURel with the "Upload Judgments" function-
ality, and clustering and analysis can be applied
within DURel.

The tool currently allows to specify a continu-
ous substring of any length as target string in each
uploaded word use. Discontinuous target strings,
as needed e.g. for discontinuous multi-word ex-
pressions such as particle verbs in German, are
currently not allowed.

The computational annotators are currently re-

stricted to predict binary labels. In the future, we
will provide WiC models optimized for ordinal pre-
dictions on all levels of the annotation scale (Zhang,
2023).
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A Appendix

We have included some screenshots of the DURel
application below.
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Figure 3: Upload uses tab: Upload interface for word uses.

Figure 4: My Projects tab: Assign access rights to annotators, delete or download projects.
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Figure 5: Data tab: Shows concordances in a table.

Figure 6: Annotation interface: Annotation instance (use pair) presented to annotator.
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Figure 7: Visualization: Result of visualization pipeline available on "Statistics" tab.

human computer

Figure 8: Clustering obtained from human vs. computational annotations of arm in DURel tool. Orange cluster
corresponds to metaphorical sense ‘arm of the sea’ in both cases. Computational annotator merges ‘body part’ and
‘weapon’ sense.
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Abstract

We introduce RAGAS1 (Retrieval Augmented
Generation Assessment), a framework for
reference-free evaluation of Retrieval Aug-
mented Generation (RAG) pipelines. RAG sys-
tems are composed of a retrieval module and an
LLM based generation module. They provide
LLMs with knowledge from a reference corpus,
which can help to keep LLM based systems
up-to-date and can reduce the risk of halluci-
nations, among others. However, evaluating
RAG architectures is challenging because there
are several dimensions to consider: the abil-
ity of the retrieval system to identify relevant
and focused context passages, the ability of the
LLM to exploit such passages in a faithful way,
and the quality of the generation itself. With
RAGAS, we put forward a suite of metrics
which can be used to evaluate these different
dimensions without having to rely on ground
truth human annotations. We posit that such
a framework can crucially contribute to faster
evaluation cycles of RAG architectures, which
is especially important given the fast adoption
of LLMs.

1 Introduction

Language Models (LMs) capture a vast amount
of knowledge about the world, which allows them
to answer questions without accessing any exter-
nal sources. This idea of LMs as repositories of
knowledge emerged shortly after the introduction
of BERT (Devlin et al., 2019) and became more
firmly established with the introduction of ever
larger LMs (Roberts et al., 2020). While the most
recent Large Language Models (LLMs) capture
enough knowledge to rival human performance
across a wide variety of question answering bench-
marks (Bubeck et al., 2023), the idea of using
LLMs as knowledge bases still has two fundamen-
tal limitations. First, LLMs are not able to answer

1RAGAS is available at https://github.com/
explodinggradients/ragas.

questions about events that have happened after
they were trained. Second, even the largest models
struggle to memorise knowledge that is only rarely
mentioned in the training corpus (Kandpal et al.,
2022; Mallen et al., 2023). The standard solution
to these issues is to rely on Retrieval Augmented
Generation (RAG) (Lee et al., 2019; Lewis et al.,
2020; Guu et al., 2020). Answering a question
then essentially involves retrieving relevant pas-
sages from a corpus and feeding these passages,
along with the original question, to the LM. While
initial approaches relied on specialised LMs for
retrieval-augmented language modelling (Khandel-
wal et al., 2020; Borgeaud et al., 2022), recent work
has suggested that simply adding retrieved docu-
ments to the input of a standard LM can also work
well (Khattab et al., 2022; Ram et al., 2023; Shi
et al., 2023), thus making it possible to use retrieval-
augmented strategies in combination with LLMs
that are only available through APIs.

While the usefulness of retrieval-augmented
strategies is clear, their implementation requires
a significant amount of tuning, as the overall per-
formance will be affected by the retrieval model,
the considered corpus, the LM and the prompt for-
mulation, among others. Automated evaluation of
retrieval-augmented systems is thus paramount. In
practice, RAG systems are often evaluated in terms
of the language modelling task itself, i.e. by mea-
suring perplexity on some reference corpus. How-
ever, such evaluations are not always predictive
of downstream performance (Wang et al., 2023c).
Moreover, this evaluation strategy relies on the LM
probabilities, which are not accessible for some
closed models (e.g. ChatGPT and GPT-4). Ques-
tion answering is another common evaluation task,
but usually only datasets with short extractive an-
swers are considered, which may not be represen-
tative of how the system will be used.

To address these issues, in this paper we present
RAGAS, a framework for the automated assess-
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ment of retrieval augmented generation systems.
We focus on settings where reference answers may
not be available, and where we want to estimate
different proxies for correctness, in addition to the
usefulness of the retrieved passages. The RAGAS

framework provides an integration with both llama-
index and Langchain, the most widely used frame-
works for building RAG solutions, thus enabling
developers to easily integrate RAGAS into their
standard workflow.

2 Related Work

Estimating faithfulness using LLMs The prob-
lem of detecting hallucinations in LLM-generated
responses has been extensively studied (Ji et al.,
2023). Some authors have suggested the idea of
predicting factuality using a few-shot prompting
strategy (Zhang et al., 2023). Recent analyses, how-
ever, suggest that existing models struggle with de-
tecting hallucination when using standard prompt-
ing strategies (Li et al., 2023; Azaria and Mitchell,
2023). Other approaches rely on linking the gener-
ated responses to facts from an external knowledge
base (Min et al., 2023), but this is not always possi-
ble.

Yet another strategy is to inspect the probabili-
ties assigned to individual tokens, where we would
expect the model to be less confident in halluci-
nated answers than in factual ones. For instance,
BARTScore (Yuan et al., 2021) estimates factuality
by looking at the conditional probability of the gen-
erated text given the input. Kadavath et al. (2022)
use a variation of this idea. Starting from the ob-
servation that LLMs provide well-calibrated proba-
bilities when answering multiple-choice questions,
they essentially convert the problem of validating
model generated answers into a multiple-choice
question which asks whether the answer is true or
false. Rather than looking at the output probabil-
ities, Azaria and Mitchell (2023) propose to train
a supervised classifier on the weights from one of
the hidden layers of the LLM, to predict whether a
given statement is true or not. While the approach
performs well, the need to access the hidden states
of the model makes it unsuitable for systems that
access LLMs through an API.

For models that do not provide access to token
probabilities, such as ChatGPT and GPT-4, differ-
ent methods are needed. SelfCheckGPT (Manakul
et al., 2023) addresses this problem by instead sam-
pling multiple answers. Their core idea is that

factual answers are more stable: when an answer is
factual, we can expect that different samples will
tend to be semantically similar, whereas this is less
likely to be the case for hallucinated answers.

Automated evaluation of text generation systems
LLMs have also been leveraged to automatically
evaluate other aspects of generated text fragments,
beyond factuality. For instance, GPTScore (Fu
et al., 2023) uses a prompt that specifies the consid-
ered aspect (e.g. fluency) and then scores passages
based on the average probability of the generated
tokens, according to a given autoregressive LM.
This idea of using prompts was previously also
considered by Yuan et al. (2021), although they
used a smaller fine-tuned LM (i.e. BART) and did
not observe a clear benefit from using prompts. An-
other approach directly asks ChatGPT to evaluate
a particular aspect of the given answer by provid-
ing a score between 0 and 100, or by providing a
rating on a 5-star scale (Wang et al., 2023a). Re-
markably, strong results can be obtained in this
way, although it comes with the limitation of being
sensitive to the design of the prompt. Rather than
scoring individual answers, some authors have also
focused on using an LLM to select the best answer
among a number of candidates (Wang et al., 2023b),
typically to compare the performance of different
LLMs. However, care is needed with this approach,
as the order in which the answers are presented can
influence the result (Wang et al., 2023b).

More generally, however, most approaches have
relied on the availability of one or more refer-
ence answers for evaluating text generation sys-
tems. For instance, BERTScore (Zhang et al., 2020)
and MoverScore (Zhao et al., 2019) use contex-
tualised embeddings, produced by a pre-trained
BERT model, to compare the similarity between
the generated answer and the reference answers.
BARTScore (Yuan et al., 2021) similarly uses refer-
ence answers to compute aspects such as precision
(estimated as the probability of generating the gen-
erated answer given the reference) and recall (esti-
mated as the probability of generating the reference
given the generated answer).

3 Evaluation Strategies

We consider a standard RAG setting, where given a
question q, the system first retrieves some context
c(q) and then uses the retrieved context to generate
an answer as(q). When building a RAG system,
we usually do not have access to human-annotated
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datasets or reference answers. We therefore fo-
cus on metrics that are fully self-contained and
reference-free. We focus in particular three quality
aspects, which we argue are of central importance.

First, Faithfulness refers to the idea that the
answer should be grounded in the given context.
This is important to avoid hallucinations, and to
ensure that the retrieved context can act as a jus-
tification for the generated answer. Indeed, RAG
systems are often used in applications where the
factual consistency of the generated text w.r.t. the
grounded sources is highly important, e.g. in do-
mains such as law, where information is constantly
evolving. Second, Answer Relevance refers to the
idea that the generated answer should address the
actual question that was provided. Finally, Con-
text Relevance refers to the idea that the retrieved
context should be focused, containing as little ir-
relevant information as possible. This is important
given the cost associated with feeding long context
passages to LLMs. Moreover, when context pas-
sages are too long, LLMs are often less effective
in exploiting that context, especially for informa-
tion that is provided in the middle of the context
passage (Liu et al., 2023).

We now explain how these three quality aspects
can be measured in a fully automated way, by
prompting an LLM. In our implementation and
experiments, all prompts are evaluated using the
gpt-3.5-turbo-16k model, which is available
through the OpenAI API2.

Faithfulness We say that the answer as(q) is
faithful to the context c(q) if the claims that are
made in the answer can be inferred from the con-
text. To estimate faithfulness, we first use an LLM
to extract a set of statements, S(as(q)). The aim
of this step is to decompose longer sentences into
shorter and more focused assertions. We use the
following prompt for this step3:

Given a question and answer, create one
or more statements from each sentence
in the given answer.
question: [question]
answer: [answer]

where [question] and [answer] refer to the
given question and answer. For each statement si in

2https://platform.openai.com
3To help clarify the task, we include a demonstration as

part of the prompt. This demonstration is not explicitly shown
in the listing of the prompts throughout this paper.

S(as(q)), the LLM determines if si can be inferred
from c(q) using a verification function v(si, c(q)).
This verification step is carried out using the fol-
lowing prompt:

Consider the given context and following
statements, then determine whether they
are supported by the information present
in the context. Provide a brief explana-
tion for each statement before arriving
at the verdict (Yes/No). Provide a final
verdict for each statement in order at the
end in the given format. Do not deviate
from the specified format.
statement: [statement 1]
...
statement: [statement n]

The final faithfulness score, F , is then computed
as F = |V |

|S| , where |V | is the number of statements
that were supported according to the LLM and |S|
is the total number of statements in S(as(q)).

Answer relevance We say that the answer as(q)
is relevant if it directly addresses the question in
an appropriate way. In particular, our assessment
of answer relevance does not take into account fac-
tuality, but penalises cases where the answer is
incomplete or where it contains redundant informa-
tion. To estimate answer relevance, for the given
answer as(q), we prompt the LLM to generate n
potential questions qi based on as(q), as follows:

Generate a question for the given an-
swer.
answer: [answer]

We then obtain embeddings for all questions us-
ing the text-embedding-ada-002 model, avail-
able from the OpenAI API. For each qi, we cal-
culate the similarity sim(q, qi) with the original
question q, as the cosine between the correspond-
ing embeddings. The answer relevance score, AR,
for question q is then computed as:

AR =
1

n

n∑

i=1

sim(q, qi) (1)

This metric evaluates how closely the generated
answer aligns with the initial question or instruc-
tion.
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Context relevance The context c(q) is consid-
ered relevant to the extent that it exclusively con-
tains information that is needed to answer the ques-
tion. In particular, this metric aims to penalise the
inclusion of redundant information. To estimate
context relevance, given a question q and its con-
text c(q), the LLM extracts a subset of sentences,
Sext, from c(q) that are crucial to answer q, using
the following prompt:

Please extract relevant sentences from
the provided context that can potentially
help answer the following question. If no
relevant sentences are found, or if you
believe the question cannot be answered
from the given context, return the phrase
"Insufficient Information". While extract-
ing candidate sentences you’re not al-
lowed to make any changes to sentences
from given context.

The context relevance score is then computed as:

CR =
number of extracted sentences

total number of sentences in c(q)
(2)

4 The WikiEval Dataset

To evaluate the proposed framework, we ideally
need examples of question-context-answer triples
which are annotated with human judgments. We
can then verify to what extent our metrics agree
with human assessments of faithfulness, answer
relevance and context relevance. Since we are not
aware of any publicly available datasets that could
be used for this purpose, we created a new dataset,
which we refer to as WikiEval4. To construct the
dataset, we first selected 50 Wikipedia pages cov-
ering events that have happened since the start of
20225. In selecting these pages, we prioritised
those with recent edits. For each of the 50 pages,
we then asked ChatGPT to suggest a question that
can be answered based on the introductory section
of the page, using the following prompt:

Your task is to formulate a question from
given context satisfying the rules given
below:
1. The question should be fully answered
from the given context.

4https://huggingface.co/datasets/
explodinggradients/WikiEval.

5That is, beyond the reported training cutoff of the model
we used in our experiments.

2. The question should be framed from
a part that contains non-trivial informa-
tion.
3. The answer should not contain any
links.
4. The question should be of moderate
difficulty.
5. The question must be reasonable and
must be understood and responded to by
humans.
6. Do not use phrases that ‘provided con-
text’, etc in the question
context:

We also used ChatGPT to answer the generated
question, when given the corresponding introduc-
tory section as context, using the following prompt:

Answer the question using the informa-
tion from the given context.
question: [question]
context: [context]

All questions were annotated along the three con-
sidered quality dimensions by two annotators. Both
annotators were fluent in English and were given
clear instructions about the meaning of the three
considered quality dimensions. For faithfulness
and context relevance, the two annotators agreed in
around 95% of cases. For answer relevance, they
agreed in around 90% of the cases. Disagreements
were resolved after a discussion between the anno-
tators. Tables 1, 2 and 3 show examples from the
WikiEval dataset, focusing in particular on answers
with high and low faithfulness (Table 1), high and
low answer relevance (Table 2), and high and low
context relevance (Table 3).

Faithfulness To obtain human judgements about
faithfulness, we first used ChatGPT to answer the
question without access to any additional context.
We then asked the annotators to judge which of the
two answers was the most faithful (i.e. the standard
one or the one generated without context), given
the question and corresponding Wikipedia page.

Answer relevance We first used ChatGPT to
obtain candidate answers with lower answer rel-
evance, using the following prompt:

Answer the given question in an incom-
plete manner.
question: [question]
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Question Context Answer

Who directed the film Op-
penheimer and who stars
as J. Robert Oppenheimer
in the film?

Oppenheimer is a 2023 biographical thriller film written
and directed by Christopher Nolan. Based on the 2005
biography American Prometheus by Kai Bird and Mar-
tin J. Sherwin, the film chronicles the life of J. Robert
Oppenheimer, a theoretical physicist who was pivotal in
developing the first nuclear weapons as part of the Man-
hattan Project, and thereby ushering in the Atomic Age.
Cillian Murphy stars as Oppenheimer, with Emily Blunt
as Oppenheimer’s wife Katherine "Kitty" Oppenheimer.

High Faithfulness: Christopher
Nolan directed the film Oppen-
heimer. Cillian Murphy stars as J.
Robert Oppenheimer in the film.
Low Faithfulness: James
Cameron directed the film Op-
penheimer. Tom Cruise stars as J.
Robert Oppenheimer in the film.

Table 1: Example from WikiEval, showing answers with high and low faithfulness.

Question Answer

When is the scheduled
launch date and time for
the PSLV-C56 mission,
and where will it be
launched from?

High answer relevance: The PSLV-C56 mission is scheduled to be launched on Sunday, 30
July 2023 at 06:30 IST / 01:00 UTC. It will be launched from the Satish Dhawan Space
Centre, Sriharikota, Andhra Pradesh, India.
Low answer relevance: The scheduled launch date and time for the PSLV-C56 mission have
not been provided.The PSLV-C56 mission is an important space mission for India. It aims to
launch a satellite into orbit to study weather patterns.

Table 2: Example from WikiEval, showing answers with high and low answer relevance.

We then asked human annotators to compare this
answer, and indicate which of the two answers had
the highest answer relevance.

Context relevance To measure this aspect, we
first added additional sentences to the context by
scraping back-links to the corresponding Wikipedia
page. In this way, we were able to add information
to the context that was related but less relevant for
answering the question. For the few pages with-
out any back-links, we instead used ChatGPT to
complete the given context.

5 Experiments

Table 4 analyses the agreement between the met-
rics proposed in Section 3 and the human assess-
ments from the proposed WikiEval dataset. Each
WikiEval instance requires the model to compare
two answers or two context fragments. We count
how often the answer/context preferred by the
model (i.e. with highest estimated faithfulness, an-
swer relevance, or context relevance) coincides
with the answer/context preferred by the human
annotators. We report the results in terms of ac-
curacy (i.e. the fraction of instances on which the
model agrees with the annotators).

To put the results in context, we compare our
proposed metrics (shown as RAGAS in Table 4)
with two baseline methods. For the first method,
shown as GPT Score, we ask ChatGPT to assign a
score between 0 and 10 for the three quality dimen-
sions. To this end, we use a prompt that describes

the meaning of the quality metric and then asks
to score the given answer/context in line with that
definition. For instance, for evaluating faithfulness,
we used the following prompt:

Faithfulness measures the information
consistency of the answer against the
given context. Any claims that are made
in the answer that cannot be deduced
from context should be penalized.
Given an answer and context, assign a
score for faithfulness in the range 0-10.
context: [context]
answer: [answer]

Ties, where the same score is assigned by the LLM
to both answer candidates, were broken randomly.
The second baseline, shown as GPT Ranking, in-
stead asks ChatGPT to select the preferred answer/-
context. In this case, the prompt again includes
a definition of the considered quality metric. For
instance, to evaluate answer relevance, we used the
following prompt:

Answer Relevancy measures the degree
to which a response directly addresses
and is appropriate for a given question.
It penalizes the present of redundant in-
formation or incomplete answers given a
question. Given an question and answer,
rank each answer based on Answer Rele-
vancy.
question: [question]
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Question Context

When was the Chimnabai
Clock Tower completed,
and who was it named af-
ter?

High context relevance: The Chimnabai Clock Tower, also known as the Raopura Tower, is
a clock tower situated in the Raopura area of Vadodara, Gujarat, India. It was completed
in 1896 and named in memory of Chimnabai I (1864–1885), a queen and the first wife of
Sayajirao Gaekwad III of Baroda State.
Low context relevance: The Chimnabai Clock Tower, also known as the Raopura Tower, is
a clock tower situated in the Raopura area of Vadodara, Gujarat, India. It was completed
in 1896 and named in memory of Chimnabai I (1864–1885), a queen and the first wife of
Sayajirao Gaekwad III of Baroda State. It was built in Indo-Saracenic architecture style.
History. Chimnabai Clock Tower was built in 1896. The tower was named after Chimnabai
I (1864–1885), a queen and the first wife of Sayajirao Gaekwad III of Baroda State. It was
inaugurated by Mir Kamaluddin Hussainkhan, the last Nawab of Baroda. During the rule of
Gaekwad, it was a stoppage for horse drawn trams. The clock tower was erected at the cost
of 25,000 (equivalent to 9.2 million or USD 120,000 in 2023).

Table 3: Example from WikiEval, showing answers with high and low context relevance.

Faith. Ans. Rel. Cont. Rel.

RAGAS 0.95 0.78 0.70
GPT Score 0.72 0.52 0.63
GPT Ranking 0.54 0.40 0.52

Table 4: Agreement with human annotators in pairwise
comparisons of faithfulness, answer relevance and con-
text relevance, using the WikEval dataset (accuracy).

answer 1: [answer 1]
answer 2: [answer 2]

The results in Table 4 show that our proposed
metrics are much closer aligned with the human
judgements than the predictions from the two base-
lines. For faithfulness, the RAGAS prediction are
in general highly accurate. For answer relevance,
the agreement is lower, but this is largely due to the
fact that the differences between the two candidate
answers are often very subtle. We found context
relevance to be the hardest quality dimension to
evaluate. In particular, we observed that ChatGPT
often struggles with the task of selecting the sen-
tences from the context that are crucial, especially
for longer contexts.

5.1 Reproducibility

Obtaining reproducible results with (large) lan-
guage models is challenging. For this reason, reli-
able software that uses prompts should account not
only for hallucinations, but for the fact that several
runs of the same experiment under the same config-
uration might yield different results, e.g., because
of an undocumented change in the underlying API,
or because of the inherent randomness in neural
networks. Furthermore, we require the LLM to gen-

erate outputs in structured JSON format. We found
that this largely makes RAGAS compatible with
different LLMs, and ultimately lowers the error rate
when consuming LLM generated text. To measure
the effectiveness of the JSON-formatting, we mea-
sured the correlation between RAGAS scores in
successive runs with and without JSON formatting.
As shown in Figure 1, the scores are clearly more
consistent when JSON formatted outputs are used.

Figure 1: We compare the consistency of RAGAS
scores across two different runs of the model, with
JSON formatting (left) and without (right). The use
of JSON formatting leads to more consistent scores.

6 Python API

RAGAS provides access to metrics and datasets via
an easy-to-use Python API. Its syntax is similar to
other well-known libraries such as transformers
or datasets. As an example, once installed, load-
ing a dataset, evaluating a pipeline with the de-
sired metrics, and exporting the results to a pandas
dataframe can be accomplished with the snippet be-
low. The metrics available at ragas.metrics use
OpenAI’s API by default, which requires having
the appropriate environment variables set up. It is
however possible to experiment with other LLMs
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for evaluation6.

# import required modules
from ragas.metrics import (

answer_relevancy ,
faithfulness ,
context_relevancy ,

)
from ragas import evaluate
from datasets import load_dataset

# loading the eval dataset
amnesty_qa = load_dataset(

'explodinggradients/amnesty_qa ',
'english_v2 '

)

# evaluate
from ragas import evaluate

result = evaluate(
amnesty_qa["eval"],
metrics=[

faithfulness ,
answer_relevancy ,
context_relevancy ,

],
)

# export results to pandas dataframe
df = result.to_pandas ()

7 Conclusions

We have highlighted the need for automated
reference-free evaluation of RAG systems. In par-
ticular, we have argued the need for an evaluation
framework that can assess faithfulness (i.e. is the
answer grounded in the retrieved context), answer
relevance (i.e. does the answer address the ques-
tion) and context relevance (i.e. is the retrieved
context sufficiently focused). To support the devel-
opment of such a framework, we have introduced
WikiEval, a dataset which human judgements of
these three different aspects. Finally, we have also
described RAGAS, our implementation of the three
considered quality aspects. This framework is easy
to use and can provide developers of RAG sys-
tems with valuable insights, even in the absence
of any ground truth. Our evaluation on WikiEval
has shown that the predictions from RAGAS are
closely aligned with human judgments, especially
for faithfulness and answer relevance.

8 Limitations

This paper introduces a toolkit aimed at provid-
ing an end-to-end evaluation framework for RAG

6See https://github.com/explodinggradients/
ragas/blob/main/docs/howtos/customisations/llms.
ipynb.

systems. It relies heavily on the performance of
the LLMs used for evaluating the different compo-
nents. While the current set of experiments demon-
strate high correlation of these metrics with human
judgements, we acknowledge that relying on LLMs
comes with known limitations. Therefore, careful
reviewing of the suitability of LLMs (ideally pri-
oritizing open models over full-fledged products
behind paid APIs) is critical for RAGAS, and other
contributions in this space, to nurture a healthy
environment. We are also aware of the potential
implications of enabling large user bases into using
more accurate RAG systems, and therefore we will
continue to encourage applications of fair systems
on top of RAGAS.
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Abstract

Despite impressive recent advances in text-to-
image diffusion models, obtaining high-quality
images often requires prompt engineering by
humans who have developed expertise in using
them. In this work, we present NeuroPrompts,
an adaptive framework that automatically en-
hances a user’s prompt to improve the quality
of generations produced by text-to-image mod-
els. Our framework utilizes constrained text de-
coding with a pre-trained language model that
has been adapted to generate prompts similar
to those produced by human prompt engineers.
This approach enables higher-quality text-to-
image generations and provides user control
over stylistic features via constraint set specifi-
cation. We demonstrate the utility of our frame-
work by creating an interactive application for
prompt enhancement and image generation us-
ing Stable Diffusion. Additionally, we conduct
experiments utilizing a large dataset of human-
engineered prompts for text-to-image genera-
tion and show that our approach automatically
produces enhanced prompts that result in su-
perior image quality. We make our code1 and
a screencast video demo2 of NeuroPrompts
publicly available.

1 Introduction

Text-to-image generation has recently become in-
creasingly popular as advances in latent diffusion
models have enabled widespread use. However,
these models are sensitive to perturbations of the
prompt used to describe the desired image, mo-
tivating the development of prompt engineering
expertise by users to increase the quality of the
resulting images generated by the model.

Prompt design is crucial in ensuring that the
model accurately comprehends the user’s intent.
Text-to-image models face a significant challenge

1https://github.com/IntelLabs/multimodal_
cognitive_ai/tree/main/Demos/NeuroPrompts

2https://youtu.be/Cmca_RWYn2g

in this aspect as their text encoders have limited
capacity, which can make it difficult to produce
aesthetically pleasing images. Additionally, as em-
pirical studies have shown, common user input
may not be enough to produce satisfactory results.
Therefore, developing innovative techniques to op-
timize prompt design for these models is crucial to
improving their generation quality.

To address this challenge, we introduce Neuro-
Prompts, a novel framework which automatically
optimizes user-provided prompts for text-to-image
generation models. A key advantage of our frame-
work is its ability to automatically adapt a user’s
natural description of an image to the prompting
style which optimizes the quality of generations
produced by diffusion models. We achieve this
automatic adaptation through the use of a language
model trained with Proximal Policy Optimization
(PPO) (Schulman et al., 2017) to generate text in
the style commonly used by human prompt engi-
neers. This results in higher quality images which
are more aesthetically pleasing, as the prompts are
automatically optimized for the diffusion model.
Furthermore, our approach allows the user to main-
tain creative control over the prompt enhancement
process via constrained generation with Neurologic
Decoding (Lu et al., 2021b), which enables more
personalized and diverse image generations.

Our NeuroPrompts framework is integrated
with Stable Diffusion (Rombach et al., 2022) in
an interactive application for text-to-image genera-
tion. Given a user-provided prompt, our application
automatically optimizes it similar to expert human
prompt engineers, while also providing an interface
to control attributes such as style, format, and artis-
tic similarity. The optimized prompt produced by
our framework is then used to generate an image
with Stable Diffusion, which is presented to the
user along with the optimized prompt.

We validate the effectiveness of NeuroPrompts
by using our framework to produce optimized
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prompts and images for over 100k baseline
prompts. Through automated evaluation, we show
that our optimized prompts produce images with
significantly higher aesthetics than un-optimized
baseline prompts. The optimized prompts pro-
duced by our approach even outperform those cre-
ated by human prompt engineers, demonstrating
the ability of our application to unlock the full po-
tential of text-to-image generation models to users
without any expertise in prompt engineering.

2 NeuroPrompts Framework

Given an un-optimized prompt provided by a user,
which we denote as xu, our NeuroPrompts frame-
work generates an optimized prompt xo to increase
the likelihood that text-to-image diffusion mod-
els produce an aesthetically-pleasing image when
prompted with xo. We specifically consider the
case where xu is the prefix of xo and produce the
enhanced prompt via a two-stage approach. First,
we adapt a language model (LM) to produce a text
which is steered towards the style of prompts pro-
duced by human prompt engineers. We then gener-
ate enhanced prompts via our steered LM using a
constrained text decoding algorithm (NeuroLogic),
which enables user customizability and improves
the coverage of image enhancement keywords.

2.1 LM Adaptation for Prompt Enhancement

To adapt LMs for prompt engineering, we use a
combination of supervised fine-tuning followed by
reinforcement learning via the PPO algorithm.

2.1.1 Supervised fine-tuning (SFT)
First, we fine-tune a pre-trained LM to adapt the
LM’s generated text to the style of language com-
monly used by human prompt engineers. We use a
pre-trained GPT-2 LM throughout this work due to
its demonstrated exceptional performance in natu-
ral language processing tasks. However, our frame-
work is broadly compatible with any autoregressive
LM. To fine-tune the LM, we use a large corpus of
human-created prompts for text-to-image models,
which we describe subsequently in Section 3.1.

2.1.2 Reinforcement Learning via PPO
Following SFT, we further train our LM by for-
mulating a reward model based on predicted hu-
man preferences of images generated by enhanced
prompts. We then use our reward model to further
train the LM via the PPO algorithm.

Extracting prefixes from human prompts In
order to emulate the type of prompts that a non-
expert user might enter into our application for
enhancement, we created a dataset of un-optimized
prompts which is derived from human-authored
prompts. Human prompt engineers commonly opti-
mize prompts by adding a comma-separated list of
keywords describing artists, styles, vibes, and other
artistic attributes at the end of the prompt. Thus,
we truncate each of the human-authored prompts
in our training dataset to contain only the substring
prior to the first occurrence of a comma. We refer
to the resulting prompts as prefixes.

Image generation with Stable Diffusion Let xu
hereafter denote a prompt prefix, which we utilize
as a proxy for an un-optimized prompt provided
by a user. For each xu derived from our train-
ing dataset, we create a corresponding optimized
prompt xo using our SFT-trained LM. Given the
prefix, the SFT model generates a continuation of
it, leveraging the prompt distribution it has learned
from the training dataset (e.g., incorporating modi-
fiers). We employ beam search with a beam size of
8 and a length penalty of 1.0 for this stage of SFT.
We then use Stable Diffusion to generate images
yu and yo for prompts xu and xo, respectively.

Reward modeling (RM) We evaluate the effec-
tiveness of our SFT LM at optimizing prompts
using PickScore (Lu et al., 2021b), a text-image
scoring function for predicting user preferences.
PickScore was trained on the Pick-a-Pic dataset,
which contains over 500k text-to-image prompts,
generated images, and user-labeled preferences.

PickScore utilizes the architecture of CLIP;
given a prompt x and an image y, the scoring func-
tion s computes a d-dimensional vector represen-
tation of x and y using a text and image decoder
(respectively), returning their inner product:

gpick(x, y) = Etxt(x) · Eimg(y)
T (1)

where gpick(x, y) denotes the score of the quality of
a generated image y given the prompt x. A higher
PickScore indicates a greater likelihood that a user
will prefer image y for prompt x.

Reinforcement learning (RL) We further train
our LM using PPO (Schulman et al., 2017). Given
the images generated previously for the optimized
prompt and prompt prefix, we use PPO to optimize
the reward determined by the PickScore:

R(x, y) = E(x,yu,yo)∼D[gpick (x, yo)− gpick (x, yu)]

160



where gpick(x, y) is the scalar output of the
PickScore model for prompt x and image y, yu is
the image generated from the un-optimized prompt,
yo is the image generated from the optimized
prompt, and D is the dataset. This phase of train-
ing with PPO further adapts the LM by taking into
consideration the predicted human preferences for
images generated by the optimized prompts.

2.2 Constrained Decoding via NeuroLogic

After training our LM via SFT and PPO, we gener-
ate enhanced prompts from it at inference time us-
ing NeuroLogic Decoding (Lu et al., 2021b). Neu-
roLogic is a constrained text decoding algorithm
that enables control over the output of autoregres-
sive LMs via lexical constraints. Specifically, Neu-
roLogic generates text satisfying a set of clauses
{Ci | i ∈ 1, · · ·m} consisting of one or more pred-
icates specified in conjunctive normal form:

(D1 ∨D2 · · · ∨Di)︸ ︷︷ ︸
C1

∧ · · ·∧(Dk ∨Dk+1 · · · ∨Dn)︸ ︷︷ ︸
Cm

where Di is a predicate representing a constraint
D(ai,y) which evaluates as true if the subsequence
ai appears in the generated sequence y. Neuro-
Logic also supports negation of predicates (i.e.,
¬Di), specifying the minimum and/or maximum
number of predicates within a clause which can
be used to satisfy it, and enforcement of clause
satisfaction order (Howard et al., 2023).

We use a curated set of prompt enhancement key-
words3 to formulate clauses which must be satisfied
in the optimized prompt. Specifically, we create six
clauses consisting of keywords for styles, artists,
formats, perspectives, boosters, and vibes (see Ta-
ble 3 of Appendix A.2 for details). Each clause is
satisfied when the generated sequence contains one
of the keywords from each category. By default, a
clause contains five randomly sampled keywords
from its corresponding category. However, our ap-
plication allows users to manually specify which
keywords can satisfy each clause to provide more
fine-grained control over the optimized prompt.

3 Experiments

3.1 Dataset

For supervised fine-tuning and reinforcement learn-
ing, we utilize the DiffusionDB dataset (Wang et al.,
2022), a large dataset of human-created prompts.

3From prompt engineering templates

Model Aesthetics Score

Original prefix 5.64
Original (human) prompt 5.92

SFT only 6.02
NeuroPrompts w/o PPO 6.05
NeuroPrompts w/o NeuroLogic 6.22
NeuroPrompts 6.27

Table 1: Aesthetics scores calculated for images gener-
ated by NeuroPrompts and baseline methods

In the reinforcement learning stage, we truncate the
prompt to contain only the substring before the first
occurrence of a comma, as previously described in
Section 2.1.2. This allows for improved exploration
of paraphrasing (see App. A.1 for details).

3.2 Experimental setting

To adapt GPT-2 to the style of prompts created by
human prompt engineering, we train it on 600k
prompts sampled from DiffusionDB. Specifically,
we fine-tune the model for 15,000 steps with a
learning rate of 5e-5 and batch size of 256. We
then further train our SFT LM with PPO for 10k
episodes using a batch size of 128, a minibatch size
of one, four PPO epochs per batch, and a constant
learning rate of 5e-5. We used a value loss coef-
ficient of 0.1 and a KL reward coefficient of 0.2.
This stage of training was conducted using the PPO
implementation from (von Werra et al., 2020).

We use two metrics to evaluate the benefits of
our prompt adaptation for text-to-image models:
aesthetics score and PickScore. Aesthetics score
is a measure of the overall quality of the gener-
ated image and is computed by a model4 trained on
LAION (Schuhmann et al., 2022) which predicts
the likelihood that a human would find the image
aesthetically pleasing. As detailed in Section 2.1.2,
PickScore measures how likely a human would
prefer the generated image using a fine-tuned clip
model. We use a different set of 100k prompts
(non-overlapping with our 600k training set) sam-
pled from DiffusionDB for this evaluation and com-
pare the performance of our prompt optimization
method to three baselines: (1) the original human-
authored prompt from DiffusionDB; (2) the prefix
extracted from human-authored prompts, which we
consider a proxy for user-provided prompts; and (3)
prompts enhanced only using our LM trained with
supervised fine-tuning (i.e., without PPO training).

4We use Improved Aesthetic Predictor
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Figure 1: The interface of NeuroPrompts in side-by-side comparison mode

3.3 Results

Optimized prompts produce images with higher
aesthetics score Table 1 provides the mean aes-
thetic scores of images produced by our optimized
prompts as well as other baseline methods. Neuro-
Prompts outperforms all other baselines, achieving
an average aesthetics score of 6.27, which is an ab-
solute improvement of 0.63 over images produced
by un-optimized prompt prefixes. NeuroPrompts
even outperform human-authored prompts by a
margin of 0.35, which could be attributed to how
our method learns the relationship between prompt
enhancement keywords and image aesthetics across
a large dataset of human-authored prompts. These
results demonstrate our framework’s effectiveness
at generating prompts that produce aesthetically
pleasing images.

To analyze the impact of different components
of our framework, Table 1 provides results for vari-
ations without PPO training and constrained de-
coding. PPO training significantly outperforms ap-
proaches that only utilize our SFT LM, improving
the aesthetics score by approximately 0.2 points.
Constrained decoding with NeuroLogic further im-
proves the aesthetics of our PPO-trained model by
0.05, which could be attributed to greater cover-
age of prompt enhancement keywords. Beyond

improvements in aesthetics score, NeuroLogic also
enables user control over prompt enhancement.

Optimized prompts achieve higher PickScores
We further investigated the effect of Neuro-
Prompts on the predicted PickScore of generated
images. Specifically, for each prompt in our Diffu-
sionDB evaluation set, we calculated the PickScore
using images generated for the prompt prefix and
our optimized prompt. Our optimized prompts con-
sistently achieve a higher PickScore than prompt
prefixes, with NeuroPrompts having an average
PickScore of 60%. This corresponds a 20% ab-
solute improvement in the predicted likelihood of
human preference for our optimized images rela-
tive to those produced by prompt prefixes.

Discussion Our experiments demonstrate that
NeuroPrompts consistently produce higher-
quality images, indicating that our framework can
be used as a practical tool for artists, designers,
and other creative professionals to generate high-
quality and personalized images without requiring
specialized prompt engineering expertise.

4 NeuroPrompts

The user interface of NeuroPrompts is depicted in
Figure 1. The application’s inputs include the ini-
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tial prompt as well as selection fields for specifying
the clauses used to populate constraints for style,
artist, format, booster, perspective, and vibe. Ad-
ditionally, a negative constraints input allows the
user to specify one or more phrases which should
be excluded from the optimized prompt. While the
initial prompt is required, all other fields are op-
tional; if left unselected, clauses for each constraint
set will be automatically populated as described
previously in Section 2.2. This functionality al-
lows the user to take control of the constrained
generation process if desired or simply rely on our
framework to optimize the prompt automatically.

After clicking the submit button, the optimized
prompt is displayed at the top of the screen. If
constraints were selected by the user, the optimized
prompt will appear with color-coded highlighting
to show where each constraint has been satisfied in
the generated sequence. The image produced by
Stable Diffusion for the optimized prompt is dis-
played directly below the optimized prompt in the
center of the interface. If the user selects the side-
by-side comparison tab, an image generated for the
original prompt is also displayed to the right of the
optimized image. Additionally, the application cal-
culates PickScore and a normalized aesthetics score
for the two images, which is displayed in a table
below the images. This side-by-side comparison
functionality allows the user to directly assess the
impact of our prompt optimizations on the quality
of images generated by Stable Diffusion.

Examples of images generated from original and
optimized prompts To further illustrate the im-
pact of NeuroPrompts on image quality, Table 2
provides examples of images generated from origi-
nal prompts and our optimized prompts. Each row
of the table provides an original (un-optimized)
prompt along with images generated by Stable Dif-
fusion for the original prompt (center) and an opti-
mized prompt produced by NeuroPrompts (right).
These examples illustrate how NeuroPrompts con-
sistently produces a more aesthetically-pleasing
image than un-optimized prompts.

5 Related Work

Text-to-image generation. Recent advances in
text-to-image generation have led to the release of a
variety of models which can translate text prompts
into high quality images, including Glide (Nichol
et al., 2021), DALL-E (Ramesh et al., 2022), Im-
ageGen (Saharia et al., 2022), and Stable Diffu-

sion (Rombach et al., 2022). Text-to-image diffu-
sion models such as Stable Diffusion encode text
prompts using CLIP (Radford et al., 2021). Images
are then generated via a diffusion process by condi-
tioning on the representation of the text encoding
in the latent space of an autoencoder.

Prompt engineering. Previous studies have
demonstrated the superior performance of mod-
els trained on manually designed prefix prompts
(Brown et al., 2020). However, these models are
heavily dependent on the prompt components (Liu
et al., 2021). Research on text-to-image models
has focused on proposing keywords (Oppenlaen-
der, 2022) and design guidelines (Liu and Chilton,
2022). Additionally, prior studies have explored the
enhancement of LM prompts through differentiable
tuning of soft prompts (Lester et al., 2021; Qin and
Eisner, 2021). Similar to our approach, Hao et al.
(2022) proposed an automatic prompt engineering
scheme via reinforcement learning. In contrast to
this prior work, NeuroPrompts preserves user in-
terpretabilty and control over the prompt optimiza-
tion process via the use of symbolic constraints.

Learning from human preference. Human feed-
back has been used to improve various machine
learning systems, and several recent investigations
into reinforcement learning from human feedback
(RLHF) have shown encouraging outcomes in ad-
dressing machine learning challenges. These stud-
ies include applications to instruction following
(Ouyang et al., 2022), summarization (Stiennon
et al., 2020) and text-to-image models (Lee et al.,
2023). While Hao et al. (2022) also leverage RLHF
for the purpose of prompt engineering, our ap-
proach uses a different reward function based on
human preferences for images (PickScore) while
providing user control via constrained decoding.

NeuroLogic Decoding NeuroLogic Decoding
(Lu et al., 2021b) has been extended and applied to
various use cases, including A* search (Lu et al.,
2021a) counterfactual generation (Howard et al.,
2022), inductive knowledge distillation (Bhagavat-
ula et al., 2022), and the acquisition of comparative
knowledge (Howard et al., 2023). To the best of
our knowledge, our work is the first to explore the
applicability of constrained text generation with
NeuroLogic to prompt optimization.
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Table 2: Examples of images generated from original prompts and our optimized prompts. The original (un-
optimized) prompt is shown in rotated text to the left of each image pair
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6 Conclusion

We presented NeuroPrompts, an application
which automatically optimizes user prompts for
text-to-image generation. NeuroPrompts unlocks
the full potential of text-to-image diffusion models
to users without requiring any training in how to
construct an optimal prompt for the model. There-
fore, we expect it to increase the accessibility of
such models while improving their ability to be
deployed in a more automated fashion. In future
work, we would like to extend NeuroPrompts to
video generation models and other settings which
can benefit from automated prompt engineering.

Limitations

While NeuroPrompts is broadly compatible with
any text-to-image generation model, we only eval-
uated its use with Stable Diffusion in this work
due to limited computational resources. Images
generated from Stable Diffusion have been shown
to exhibit societal biases (Luccioni et al., 2023);
therefore, it is expected that images generated us-
ing NeuroPrompts will also exhibit similar biases.
The automated nature of our prompt enhancement
and image generation framework introduces the
possibility of content being generated which may
be considered offensive or inappropriate to certain
individuals. Consequently, user discretion is ad-
vised when interacting with NeuroPrompts.
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A Appendix

A.1 Dataset
To train and evaluate our adaptive framework for
prompt enhancement in text-to-image generation,
we utilized the DiffusionDB dataset (Wang et al.,
2022), a large dataset of human-created prompts.
We use a subset of 600k prompts from this dataset
to conduct supervised fine-tuning of our LM. For
the reinforcement learning stage of training, we
use a different subset of 400k prompts from Diffu-
sionDB. For each of the 400k prompts, we truncate
the prompt to contain only the substring before the
first occurrence of a comma, assuming that modi-
fiers generally appear after the first comma. This
approach allows for improved exploration of para-
phrasing by our policy. We filtered examples with
a significant overlap between the prefix and the
entire prompt. To achieve this, we used a sentence
similarity threshold of 0.6 overlap and excluded
cases which exceeded this threshold.

A.2 Prompt enhancement keywords
Table 3 provides the complete set of prompt en-
hancement keywords utilized in our constraint sets.
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Style Artist Format Boosters Vibes Perspective

expressionism pablo picasso watercolor painting trending on artstation control the soul long shot
suminagashi edvard munch crayon drawing octane render futuristic plain background
surrealism henri matisse US patent ultra high poly utopian isometric
anime thomas cole kindergartener drawing extremely detailed dystopian panoramic
art deco mark rothko cartoon very beautiful blade runner wide angle
photorealism alphonse mucha in Mario Kart studio lighting cinematic hard lighting
cyberpunk leonardo da vinci pixel art fantastic fantasy knolling
synthwave claude monet diagram postprocessing elegant shallow depth of field
realism james gurney album art cover well preserved magnificent extreme wide shot
pop art toshi yoshida under an electron microscope 4k retrofuturistic drone
pixar movies zdzislaw beksinski photograph arnold render awesome from behind
abstract organic gustave doré pencil sketch detailed transhumanist landscape
dadaism georges braque stained glass window hyperrealistic bright 1/1000 sec shutter
neoclassicism bill watterson advertising poster rendering wormhole from below
ancient art michelangelo mugshot vfx eclectic head-and-shoulders shot
baroque greg rutkowski cross-stitched sampler high detail epic from above
art nouveau vincent van gogh illustration zbrush tasteful oversaturated filter
impressionist caravaggio pencil and watercolor drawing 70mm gorgeous aerial view
symbolism diego rivera in Fortnite hyper realistic opaque telephoto
hudson river school dean cornwell line art 8k old motion blur
suprematism ralph mcquarrie product photography professional lsd trip 85mm
rococo rené magritte in GTA San Andreas beautiful lo-fi viewed from behind
pointillism john constable news crew reporting live trending on artstation emo through a porthole
vaporwave gustave dore line drawing stunning lucid dark background
futurism jackson pollock courtroom sketch contest winner moody fisheye lens
skeumorphism hayao miyazaki on Sesame Street wondrous crystal through a periscope
ukiyo-e lucian freud wikiHow look at that detail melancholy white background
medieval art johannes vermeer daguerreotype highly detailed cosmos on canvas
corporate memphis hieronymus bosch 3d render 4k resolution faded tilted frame
minimalism hatsune miku modeling photoshoot rendered in unreal engine uplight framed
fauvism utagawa kuniyoshi one-line drawing photorealistic concept art low angle
renaissance roy lichtenstein charcoal drawing blender 3d atmospheric lens flare
constructivism yoji shinkawa captured on CCTV digital art dust close face
cubism craig mullins painting vivid particulate over-the-shoulder shot
memphis design claude lorrain macro 35mm photograph wow cute close up
romanticism funko pop on America’s Got Talent high poly stormy extreme close-up shot
hieroglyphics katsushika hokusai pastel drawing unreal engine magical midshot

Table 3: Prompt enhancement keywords utilized in constraint sets
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Abstract

Large language models (LLMs) can label data
faster and cheaper than humans for various
NLP tasks. Despite their prowess, LLMs may
fall short in understanding of complex, socio-
cultural, or domain-specific context, potentially
leading to incorrect annotations. Therefore,
we advocate a collaborative approach where
humans and LLMs work together to produce
reliable and high-quality labels. We present
MEGAnno+, a human-LLM collaborative an-
notation system that offers effective LLM agent
and annotation management, convenient and
robust LLM annotation, and exploratory verifi-
cation of LLM labels by humans. 1

1 Introduction

Data annotation has long been an essential step in
training machine learning (ML) models. Accurate
and abundant annotations significantly contribute
to improved model performance. Despite the re-
cent advancements of pre-trained Large Language
Models (LLM), high-quality labeled data remains
crucial in various use cases requiring retraining.
For instance, distilled models are often deployed
in scenarios where repeated usage of LLMs for
inference can be too costly (e.g., API calls) or time-
consuming (e.g., hosting on-premise). In special-
ized domains like medical and human resources, or-
ganizations often need customized models to meet
heightened accuracy requirements and ensure the
privacy of sensitive customer data. In addition to
the training step, accurate labeled data is also nec-
essary for evaluating and understanding of model
performance.

Recent explorations (Wang et al., 2021; Ding
et al., 2023) have showcased the potential of LLMs
in automating the data annotation process. Unlike
previous task-specific machine learning models,
LLMs exhibit remarkable flexibility to handle any

1Demo & video: https://meganno.github.io

textual labeling task as long as suitable prompts are
provided. Besides, compared to traditional annota-
tion relying solely on human labor, LLMs can usu-
ally generate labels faster and at a lower cost. For
example, hiring crowd workers for labeling may
encounter problems such as delays, higher cost,
difficulty in quality control (Douglas et al., 2023;
Sheehan, 2018; Litman et al., 2021; Garcia-Molina
et al., 2016). Studies (Gilardi et al., 2023) show
that LLMs can achieve near-human or even better-
than-human accuracy in some tasks. Furthermore,
downstream models trained with LLM-generated
labels may outperform directly using an LLM for
inference (Wang et al., 2021).

Despite these advancements, it is essential to
acknowledge that LLMs have limitations, neces-
sitating human intervention in the data annotation
process. One challenge is that the performance
of LLMs varies extensively across different tasks,
datasets, and labels (Zhu et al., 2023; Ziems et al.,
2023). LLMs often struggle to comprehend subtle
nuances or contexts in natural language, making
involvement of humans with social and cultural
understanding or domain expertise crucial. Addi-
tionally, LLMs may produce biased labels due to
potentially biased training data (Abid et al., 2021;
Sheng et al., 2021). In such cases, humans can
recognize potential biases and make ethical judge-
ments to correct them.

In this work, we present MEGAnno+, an anno-
tation system facilitating human-LLM collabora-
tion through efficient LLM annotation and selective
human verification. While LLM annotations are
gaining interest rapidly, a comprehensive investiga-
tion on how to onboard LLMs as annotators within
a human-in-the-loop framework in labeling tools
has not been conducted yet. For example, support-
ing LLM annotation requires not only user-friendly
communications with LLMs, but also a unified
backend capable of storing and managing LLM
models, labels, and additional artifacts. Efficient
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human verification calls for a flexible search and
recommendation feature to steer human efforts to-
wards problematic LLM labels, along with a mech-
anism for humans to review and rectify LLM labels.
Throughout the paper, we explain how we achieve
this in our system, showcase a use case, and discuss
our findings.

We summarize our contributions as below:

• A human-LLM collaborative annotation sys-
tem that offers 1) effective management of
LLM agents, annotations, and artifacts, 2) con-
venient and robust interfacing with LLMs to
obtain labels, and 3) selective, exploratory ver-
ification of LLM labels by humans.

• A use case demonstrating the effectiveness of
our system.

• Practical considerations and discussion on
adopting LLMs as annotators.

2 Related Work

LLMs as annotators There is growing interest
in utilizing LLMs as general-purpose annotators
for natural language tasks (Kuzman et al., 2023;
Zhu et al., 2023; Ziems et al., 2023). Wang et al.
(2021) find that GPT-3 can reduce labeling cost by
up to 96% for classification and generation tasks.
Similarly, Ding et al. (2023) evaluate GPT-3 for
labeling and augmenting data in classification and
token-level tasks. Other studies show that for some
classification tasks, LLMs can even outperform
crowdsourced annotators (Gilardi et al., 2023; He
et al., 2023; Törnberg, 2023).

Verification of LLM responses To detect and
correct erroneous responses from LLMs, ap-
proaches to rank or filter LLM outputs have been
explored. The most common method is using
model logits to measure model uncertainty (Wang
et al., 2021). More recently, Wang et al. (2024) pro-
pose training a verifier model using various signals
from LLMs’ input, labels, and explanations. Alter-
native methods include asking LLMs to verbalize
confidence scores (Lin et al., 2022) and calculating
consistency over prompt perturbations (Wang et al.,
2023; Xiong et al., 2023). Other line of works in-
vestigate self-verification, i.e., LLMs give feedback
on their own outputs and use them to refine them-
selves (Madaan et al., 2023; Cheng et al., 2023).
In our system, we focus on human verification of
LLM-generated labels and leave model verification
and self-verification as future work.

Annotation tools with AI/ML assistance Ma-
chine learning models have proven effective in
assisting humans in various steps of the train-
ing data collection pipeline. Annotation tools
and frameworks such as Prodigy (Montani and
Honnibal, 2018), HumanLoop (hum), Label Stu-
dio (Tkachenko et al., 2020-2022), and Label
Sleuth (Shnarch et al., 2022) all aim to enhance
the subset selection step with active learning ap-
proaches. ML models are also naturally used to
make predictions, serving as pre-labels. For in-
stance, INCEpTION (Klie et al., 2018) provides
annotation suggestions generated by ML models.
HumanLoop (hum) and Autolabel (aut) support the
annotation or augmentation of datasets using either
commercial or open-source LLMs. In this work,
we go beyond using LLMs to assist annotation for
human annotators or to replace human annotators.
Rather, MEGAnno+ advocates for a collaboration
between humans and LLMs with our dedicated sys-
tem design and annotation-verification workflows.

3 Design Considerations

Let us start with a motivating example of Moana,
a Data Scientist working at a popular newspaper.
Moana is tasked with training a model to analyze
the degree of agreement between user comments
and political opinion pieces — e.g., whether the
comments entail the opinion. Moana opts for LLM
annotation, but she encounters various challenges
in the process. Firstly, without any guidance for
prompting, she resorts to trial-and-error to eventu-
ally identify a suitable prompt for the task. Even so,
she must perform additional validations to ensure
that the annotated labels are within the space of
pre-defined labels. Moreover, the API calls to the
LLM can be unreliable, throwing exceptions such
as timing out and rate limit violations, requiring
her to handle such errors manually. Next, Moana
lacks the confidence to train a downstream model
without verifying the LLM annotations. However,
without any assistance in reviewing potential an-
notation candidates for verification, she has to go
through all the annotations, which can be time-
consuming. Finally, she has to manually save used
model configurations to reuse the model for addi-
tional datasets.

From Moana’s example, we summarize our de-
sign requirements for a human-LLM collaborative
annotation system as follows:

1. LLM annotation
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Figure 1: MEGAnno+ system architecture and LLM-integrated workflow. With MEGAnno+ client, users can
interact with the back-end service that consists of web and database servers through programmatic interfaces and
UI widgets. The middle notebook shows our workflow where cell [2] is LLM annotation and cell [3] is human
verification.

(a) [Convenient] Annotation workflow in-
cluding pre-processing, API calling, and
post-processing is automated.

(b) [Customizable] Flexibly modify model
configuration and prompt templates.

(c) [Robust] Resolvable errors are handled
by the system.

(d) [Reusable] Store used LLM models and
prompt templates for reuse.

(e) [Metadata] LLM artifacts are captured
and stored as annotation metadata.

2. Human verification
(a) [Selective] Select verification candidates

by search query or recommendation.
(b) [Exploratory] Filter, sort, and search by

labels and available metadata program-
matically and in a UI.

To satisfy these design requirements, we
implement our system as an extension to
MEGAnno (Zhang et al., 2022), an in-notebook
exploratory annotation tool. Its flexible search and
intelligent recommendations enable efficient allo-
cation of human and LLM resources toward crucial
data points (R 2a,2b). Additionally, MEGAnno
provides a cohesive backend for the storage of data,
annotations, and auxiliary information (R 1d,1e).

4 System

4.1 System Overview

MEGAnno+ is designed to provide a convenient
and robust workflow for users to utilize LLMs in

text annotation. To use our tool, users operate
within their Jupyter notebook (Kluyver et al., 2016)
with the MEGAnno+ client installed.

Our human-LLM collaborative workflow (Fig. 1)
starts with LLM annotation. This step involves
compiling a subset and using an LLM to anno-
tate it by interacting with the programmatic LLM
controller. The LLM controller takes care of 1)
agent registration and management (e.g., model
selection and validation) and 2) running annota-
tion jobs (e.g., input data pre-processing, initiating
LLM calls, post-processing and storing responses),
satisfying R 1a,1c. Once LLM annotation is com-
pleted, users can verify LLM labels. Users can
select a subset of LLM labels to verify by search
queries (R 2a), and inspect and correct them in a
verification widget in the same notebook (R 2b).

Data Model MEGAnno+ extends MEGAnno’s
data model where data Record, Label,
Annotation, Metadata (e.g., text embedding
or confidence score) are persisted in the service
database along with the task Schema.2 Anno-
tations are organized around Subsets, which
are slices of the data created from user-defined
searches or recommendations. To effectively inte-
grate LLM into the workflow, we introduce new
concepts: Agent, Job, and Verification.
An Agent is defined by the configuration of the
LLM (e.g., model’s name, version, and hyper-
parameters) and a prompt template. When an agent

2MEGAnno+ only supports full LLM-integrated work-
flows for record-level tasks.
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Figure 2: UI for customizing a prompt template and
previewing generated prompts. Prompt is generated
based on the name and options of label schema.

is employed to annotate a selected data subset, the
execution is referred to as a Job (see Section 4.3.1).
Verification captures annotations from hu-
man users that confirm or update LLM labels (see
Section 4.4).

4.2 Agents: Model and Prompt Management

Since variation in either model configuration or
prompt may result in a variable output from an
LLM, we define an annotation Agent to be a
combination of a user-selected configuration and
prompt template. Used agents are stored in our
database3 and can be queried based on model con-
figuration. This allows users to reuse agents and
even compare the performance of different LLMs
on a particular dataset (R 1d).

Model configuration MEGAnno+ enables users
to choose an LLM from a list of available models,
configure model parameters, and also provide a
validation mechanism to ensure the selected model
and parameters conform to the LLM API definition
and limitations. While MEGAnno+ is designed to
support any open-source LLM or commercial LLM
APIs, in this work, we only demonstrate OpenAI
Completion models for clarity and brevity.

Prompt template To utilize LLMs as annotators,
an input record has to be transformed into a prompt
text. With MEGAnno+, prompts can be automat-
ically generated based on a labeling schema and
a prompt template for users’ convenience. We of-
fer a default template that contains annotation in-
struction, output formatting instruction, and input
slot, which can be edited programmatically. We
also provide a UI widget to interactively customize
the prompt template and preview the generated

3Note that for an agent, we store its prompt template (a
rule to build prompt text), not prompts (generated prompts for
a set of data records) to save storage.

prompts for selected data samples (Fig. 2, R 1b).

4.3 LLM Annotation

Unlike human annotation, LLM annotation goes
through a multi-step process to collect labels from
input data records. We execute this process as an
annotation Job using the LLM controller.

4.3.1 Initiating LLM Jobs

To start a job, users need to select a data subset to
annotate and an agent, i.e., an LLM model and a
prompt template. Users can utilize MEGAnno’s
sophisticated subset selection techniques, includ-
ing filtering by keywords or regular expressions, or
receiving suggestions of similar data records. One
can create a new agent or reuse one of previously
registered agents. By reusing subsets and agents for
new jobs, users can easily compare annotation per-
formance between different models or for different
data slices.

4.3.2 Pre-processing

The first step within a job is pre-processing. Using
the prompt template of a selected agent, a data sub-
set is converted into a list of prompts. All prompts
are validated (e.g., within max token limit) before
calling LLM APIs.

4.3.3 LLM API Calls: Error Handling

MEGAnno+ handles the calls to the external LLM
APIs to facilitate a smooth, robust, and fault-
tolerant experience for users, without having to
worry about making any explicit API calls or han-
dling error cases themselves. In order to ensure
a fault-tolerant procedure, errors encountered dur-
ing API calls are handled in two ways: handle
within our system or delegate to users. We han-
dle known LLM API errors that can be solved by
user-side intervention. This would be in cases such
as a Timeout or RateLimitError in OpenAI
models, or other similar errors which require the
user themselves to call to the LLM API again. On
encountering such errors, MEGAnno+ retries the
call to the LLM API itself. Delegated errors are the
ones that require interventions by external service
providers and are beyond our scope. For instance,
errors such as APIConnectionError in Ope-
nAI models occur because of an issue with the
LLM API server itself and requires intervention
from OpenAI. In this case, MEGAnno+ simply
notifies the user and relays the error message.
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Figure 3: Example LLM responses and extraction re-
sults. Minor violations are processed as valid labels.

4.3.4 Post-processing LLM Responses and
Storing Labels and Metadata

Label extraction LLM outputs are typically
unstructured (i.e., free-text) and can be noisy
and unusable for downstream applications, even
when prompted to adhere to a specific format.
This necessitates careful post-processing of LLM-
generated content, converting them into valid labels
(Fig. 3). MEGAnno+ conducts an automated post-
processing step on LLM responses, handling errors
in cases of syntax or formatting violations (i.e., not
adhering to the format specified in prompt instruc-
tions). Additionally, our tool checks for semantic
violations, ensuring that the generated label is valid
within the existing schema for the task.

Metadata extraction MEGAnno+ can collect
model artifacts and store them as label metadata
(R 1e). Examples include model logits, costs asso-
ciated with inference, used random seed, and so on.
They can be useful for further analyses on LLM
annotation and human verification. By default, our
system only stores token logits to estimate the used
LLM’s confidence for generated labels. Calculated
confidence scores serve as additional signals for
decision-making in the human verification step.

Storing in database Following the post-
processing step, extracted valid labels and
metadata are sent to the backend service for persis-
tence in the database. Invalid labels are not stored
in the database to prevent label contamination, but
frequent invalid ones are still shown to the user
to guide the next iteration (e.g., update labeling
schema, improve instruction in prompts).

4.3.5 Monitoring Annotation Jobs
When running a job, we display the progress and
statistics of each step of the job for monitoring
(Fig. 4). These include 1) agent details such as
the selected model and prompt template, 2) input
summary such as sample prompts generated using

Figure 4: Annotation progress and summary.

the template along with how many prompts are
valid or invalid, 3) API call progress such as the
time taken to retrieve responses from the API calls,
and 4) output summary such as the numbers of
valid and invalid responses from API and label
distribution of valid responses.

4.4 Verification
LLM labels can be unreliable, requiring human
verification to ensure the quality of the collected
labeled data.

In-notebook verification widget MEGAnno+
provides a verification widget to complete the
LLM annotation workflow in the same notebook.
Leveraging MEGAnno+’s robust and customizable
search functionality, users can retrieve a subset of
LLM labels based on keywords, regular expres-
sions, assigned labels, or metadata. Then utilizing
the verification widget (as illustrated in Fig. 5),
users can explore the selected subset and decide
whether to confirm or correct their LLM-generated
labels. The verification UI includes both a table
view for exploratory and batch verification, as well
as a single view.

Verification priority Human verification, while
less expensive than direct annotation, can still be
time- and cost-consuming. Therefore, it is crucial
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Figure 5: The table view in verification UI. Users can
explore LLM annotations via filtering by labels, sorting
by confidence scores, or keyword search on text input.

to prioritize and direct human efforts toward more
“suspicious” outputs from LLMs. Our widget fa-
cilitates this process by presenting metadata, such
as model confidence or token logit scores, in a
separate column. Users can freely sort and filter
rows based on labels or metadata, enabling them to
prioritize or focus on labels with low confidence.

Query and export verified labels MEGAnno+
offers flexible query interfaces, allowing users to
search for verification by LLM agents (i.e., model
and prompt config), as well as jobs. Both the origi-
nal LLM-generated labels and any potential human
corrections are stored in the database, enabling
users to filter and retrieve labels “confirmed” or
“corrected” by human verifiers. These features es-
tablish a foundation for easy in-notebook model
and prompt comparison. Ultimately, the query re-
sults serve as a view of the labeling project, ready
to be exported to downstream applications.

5 Use Case: Natural Language Inference

Moana, the aforementioned data scientist who
needs to collect training data quickly, decides to
use MEGAnno+ to leverage LLM-powered anno-
tation. First, she imports her unlabeled data and
sets the labeling schema as entailment or not entail-
ment. She selects a GPT-3 davinci model with the
default parameters and prompt template. To test
this setting, she runs the model on 10 samples.

1 c = Controller(<service>, <auth>)
2 model_config = {'model': 'davinci'}
3 template = PromptTemplate(label_schema)
4 agent = c.create_agent(model_config,

template)
5 subset = <service>.search(limit=10)
6 job = c.run_job(agent, subset)

After the job is finished, the annotation summary
(Fig. 4) shows that all samples are successfully an-

notated by GPT-3 and 40% are entailment. Also,
one response is annotated with ‘notentailed’, ex-
emplifying the instability of LLMs even with clear
instructions. With MEGAnno+’s table view wid-
get, she examines data and labels (Fig. 5). She
realizes that some of the records labeled as ‘not
entailment’ are contradictory whereas the rest are
neutral. She updates the labeling schema to con-
tain entailment, neutral, and contradiction. Next,
she wonders if changing the model’s temperature
would improve the accuracy of annotation. She cre-
ates another agent, GPT-3 with temperature with
zero and re-runs annotation on the same subset.

1 model_config2 = {'model': 'davinci', '
temperature': 0}

2 agent2 = c.create_agent(model_config2,
template)

3 job2 = c.run_job(agent2, subset)

She exports the annotations from both jobs and
compares them. She concludes that the second
model is good enough for her project. She im-
ports her entire data and uses the agent to label
them. Since the size of the data is huge, she has
to wait till the annotations are done. Fortunately,
with MEGAnno+, she can track the progress in the
output cell while the job is running. To review the
annotations, she sorts the annotations in an ascend-
ing order of confidence and manually verifies low
confidence (< 95%) annotations.

6 Discussion

How to design an annotation task? Based on
our experience, we find that designing an anno-
tation task and a prompt similar to more widely
used and standardized NLP tasks is beneficial. For
example, framing Moana’s problem as a natural lan-
guage inference task is more effective than framing
it as a binary classification of agreement and dis-
agreement. Also, the selection of label options may
work better if it is similar to common options for
given tasks, such as [positive, neutral, negative] >
[super positive, positive, ..., negative] for sentiment
classification. Lastly, it is recommended that the
format of a prompt be similar to the one used in
training as some LLMs have different prompt for-
mat than the others. We plan to conduct more sys-
tematic test to discover reasonable default prompts
for different models.

Are LLMs consistent and reliable annotators?
We expect human annotators to maintain a consis-
tent mental model. In other words, when humans
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are presented with the same question rephrased,
we anticipate consistent answers. However, LLMs
are known to be sensitive to semantic-preserving
perturbations in prompts. For instance, changes in
prompt design, the selection and order of demon-
strations, and the order of answer options can result
in different outputs (Zhao et al., 2021; Pezeshkpour
and Hruschka, 2023). Moreover, commercial
LLMs can undergo real-time fine-tuning, meaning
that prompting with the same setup today may yield
different results than prompting yesterday (Chen
et al., 2023). Therefore, LLM annotators and hu-
man annotators should not be treated the same, and
annotation tools should carefully design their data
models and workflows to accommodate both types
of annotators.

Limitations Our system has several limitations.
Our post-processing mechanism may not be ro-
bust to cover all tasks and prompts entered by the
user. Furthermore, MEGAnno+’s ability to cap-
ture metadata is contingent on the LLM model
used. For example, GPT-4 models do not yet pro-
vide any form of token logprobs or other metadata
which can be captured.

7 Conclusion

MEGAnno+ is a text annotation system for human-
LLM collaborative data labeling. With our LLM an-
notation→ Human verification workflow, reliable
and high-quality labels can be collected efficiently.
Our tool supports robust LLM annotation, selective
human verification, and effective management of
LLMs, labels, and metadata.

As future work, we are currently working
on adding more LLM agents (e.g., open-source
LLMs), supporting customized extraction of meta-
data (e.g., custom uncertainty metric), and improv-
ing prompt template UI for data-aware in-context
learning. Additionally, we plan to incorporate di-
verse annotation workflows such as Multi-agent
LLM annotation→ LLM label aggregation→ Hu-
man verification; and LLM augmentation→ Hu-
man verification.

Ethics Statement

First, labels generated by LLMs can exhibit bias
or inaccuracy. These models are pre-trained on
vast amount of data, which are typically not acces-
sible to the public. Biases present in the training
data can be transferred to LLM labels. Also, if the

training data lacks relevant or up-to-date knowl-
edge, the model may produce incorrect annotation.
Since we cannot access models’ inner workings
or their training data, it is difficult to identify and
understand how and why LLMs make biased or
inaccurate labeling decisions. Second, the use of
commercial LLMs for labeling data containing sen-
sitive information or intellectual property may pose
risks. Data shared with commercial LLMs, such as
ChatGPT, may be collected and utilized for retrain-
ing these models. To prevent potential data leakage
and mitigate associated legal consequences, it is ad-
visable to either mask any confidential information
or only use in-house LLMs.
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Abstract

This paper presents a novel Cross-document
Abstract Meaning Representation (X-AMR)
annotation tool designed for annotating key
corpus-level event semantics. Leveraging
machine assistance through the Prodigy An-
notation Tool, we enhance the user experi-
ence, ensuring ease and efficiency in the an-
notation process. Through empirical analy-
ses, we demonstrate the effectiveness of our
tool in augmenting an existing event cor-
pus, highlighting its advantages when inte-
grated with GPT-4. Code and annotations:
github.com/ahmeshaf/gpt_coref1 2

1 Introduction

Semantic representations of events play a pivotal
role in natural language processing (NLP) tasks, fa-
cilitating the understanding and extraction of mean-
ingful information from text. Among the various
approaches to represent events, Semantic Role La-
beling (SRL; Palmer et al. (2005)) and Abstract
Meaning Representation (AMR; Banarescu et al.
(2013)) have gained significant attention. In this
paper, we delve into the realm of semantic event
representations, with a particular focus on a method
for expanding AMR.

AMR, a graph-based semantic representation,
aims to capture the underlying meaning of sen-
tences by breaking them down into atomic concepts
and their semantic relationships. Each concept in
AMR is associated with a unique identifier, and the
relationships between concepts are represented as
labeled edges in a graph. AMR has proven to be
versatile, serving as a valuable resource for a wide
range of NLP tasks such as machine translation,
question answering (Fu et al., 2021), and summa-
rization (Liao et al., 2018). Its ability to provide
a structured, language-independent representation

1Demo: https://youtu.be/TuirftxciNE
2Live Link: eacldemo.acl-lawpaper34-demo.site/

of textual content makes it an essential tool in the
NLP toolkit.

However, despite its many merits, current AMR
techniques are not without limitations. One of
the primary challenges lies in linking temporal
relations and entity coreference across sentences
and documents. This limitation hinders the com-
prehensive understanding of text, as it often fails
to capture the intricate interplay between events
and entities that span multiple contexts. This is-
sue becomes particularly pronounced in scenar-
ios involving cross-document event coreference,
where events mentioned in one document need to
be linked to events in other documents for a coher-
ent understanding of a larger narrative.

To illustrate the challenge of coreference across
documents, consider the following example: Two
news articles discuss a corporate acquisition. In
one article, the event is described as "Company A’s
purchase of Company B on July 1st, 2008" while
in another article, it is referred to as "In 7/08 Com-
pany B was acquired by Company A." Establishing
the coreference relationship between these two de-
scriptions is non-trivial, yet crucial for creating a
comprehensive representation of the acquisition
event.

To specifically address the intricate challenges of
cross-document event coreference resolution, our
research introduces two significant contributions.
Firstly, we propose a novel framework X-AMR.
This framework is an enhancement of the existing
AMR, specifically designed to overcome the chal-
lenges inherent in linking events and entities across
different documents. X-AMR effectively combines
the strengths of AMR with the ability to create
a more comprehensive and coherent depiction of
narratives that span multiple sources.

Secondly, the development of a specialized in-
terface is another key contribution of our work.
Utilizing the model-in-the-loop annotation method-
ology, we have leveraged the customized Prodigy
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annotation tool to augment an existing event coref-
erence dataset, the Event Coref Bank plus (ECB+;
Cybulska and Vossen (2014)). This development
has facilitaed the annotation of X-AMR represen-
tations, focusing on the annotation interface and
the enhanced X-AMR dataset. Additionaly, we
present an evaluation showcasing the accuracy and
efficiency of our approach. Our research endeav-
ors to demonstrate the effectiveness of X-AMR in
addressing the limitations of current sentence level
AMR, especially in linking temporal relations and
entity coreference across sentences and documents.

2 Related Work

AMR is a formalism meticulously crafted to cap-
ture the semantic nuances of natural language ex-
pressions with versatile and expressive power. In
the field of Natural Language Processing (NLP),
automatic AMR parsing transforms natural lan-
guage inputs into formal AMR representations,
which have demonstrated utility in a diverse ar-
ray of downstream applications (Liao et al., 2018;
Bonial et al., 2020; Kapanipathi et al., 2021; Bai
et al., 2021; Li and Flanigan, 2022; Bai et al., 2022;
Ribeiro et al., 2022; Rao, 2022).

Formally, AMR are structured as labeled, rooted,
directed acyclic graphs, which capture abstract con-
cepts, predicate-argument relationships, and en-
tities found in sentences or utterances. They in-
tegrate the semantic content addressed by differ-
ent representation schemes such as SRL, named
entities recognition (NER; Wang et al. (2022)),
and coreference resolution into a unified represen-
tation. For example, for sentence “HP acquired
EYPMCS.”, the corresponding AMR is:

(d / acquire-01

:ARG0 (c / company

:name (n / name

:op1 "HP"))

:ARG1 (c2 / company

:name (n2 / name

:op1 "EYPMCS"))

The above AMR graph captures concepts such as
events such as “acquire”, named entities such as
the HP company, and properties of the entity such
as their names as graph nodes and subgraphs. Their
interrelations between concepts and events are then
depicted through labeled edges. Events are de-
noted using Propbank rolesets, and semantics rela-
tions of the entities and events are specified through
numbered arguments and non-core relations from

AMR’s role inventory. For example, in the above
acquisition event, the ARG0 typically specifies the
stereotypical agent of an event and ARG1 typically
specifies the stereotypical patient of an event. Ad-
ditionaly, AMR graphs formalize local temporal
information, as shown in the provided example.

In the preceding disucssion, we highlighted the
expressiveness of AMR. However, the expressive-
ness of AMR introduces complexities in AMR an-
notation, historically a significant bottleneck for
NLP community. The challenge has been to pro-
vide a substantial volume of AMR annotations to
the data hunger statistical machine learning models
given the limitations of available tools. The ISI ed-
itor, serving as the first AMR editor, has supported
the AMR community for over a decade. Despite
the efficacy of the ISI editor, its learning curve is
notably steep for annotators. To make AMR anno-
tation more accessible, Cai et al. (2023) developed
a new annotation approach. They introduced an
AMR editor based on coding, complemented by
a neural network parser model, to streamline the
annotation process.

The remarkable progress in large language
model-based coding assistance, pioneered by Ope-
nAI and Microsoft, is transforming the landscape of
program synthesis in software engineering. These
models, trained in both natural language and pro-
gramming languages, excel at completing pro-
grams by intelligently integrating code history and
human instructions. In a similar vein, CAMRA
leverages these large language models (LLMs) to
enhance AMR annotation. We are pioneering the
extension of LLMs’ capabilities, broadening their
application to include more complex tasks such as
cross-sentential and cross-document coreference
and event linking. This initiative represents a signif-
icant step forward in harnessing the power of LLMs
for even more sophisticated and long-distance de-
pendent language processing tasks.

3 Annotation Methodology

The annotation workflow, as depicted in Figure 1,
comprises of two phases. In the first phase we an-
notate the roleset IDs of the event triggers. Then
we specify the arguments of the event incremen-
tally. During these two phases, we maintain an ar-
guments store and a model-in-the-loop that queries
the store and suggests annotators with the most
likely arguments. This store and the model are
updated when new events are annotated.
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Annotators

External Resources

Event Arguments

roleset_id

acquire.01

ARG-0

Hewlett_Packard

ARG-1

EYP MCS

ARG-LOC

NA

ARG-TIME

Nov 12, 2007

Cross-document 
Arguments Store

HP acquires EYP Mission Critical Facilities

HP today announced that it has signed a definitive
agreement to acquire EYP Mission Critical Facilities Inc .
, a consulting company specializing in strategic  - 

Document:44_4ecbplus.xml

Figure 1: The Annotation Methodology of X-AMR. The annotators are presented with PropBank and are allowed to
use external resources, such as Wikipedia and Google News, during the annotations.

Next, we discuss the annotation guidelines, the
interface, and the model-in-the-loop in the annota-
tion workflow.

3.1 Annotation Guidelines for X-AMR
We aim to annotate key event semantics with
four arguments, ARG-0, ARG-1, ARG-Loc, and
ARG-Time, capturing agent, patient (and theme),
location, and temporal information. The selection
of these arguments is to circumscribe an event by
its minimal participants (Lombard, 2019; Guarino
et al., 2022). We use the guidelines presented in the
next section to hand annotate the roleset and argu-
ment information for the ECB+ train, development,
and test sets using the standardized split of Cybul-
ska and Vossen (2014). Following the annotation
guidelines, we provide the enriched annotations of
the ECB+ corpus by two Linguistic students. We
use a model-in-the-loop annotation methodology
with the prodi.gy annotation tool.

3.1.1 PropBank & AMR
Semantic role labeling (SRL) centers on the task of
assigning the same semantic role to an argument
across various syntactic constructions. For exam-
ple, the window can be the (prototypical) Patient, or
thing broken, whether expressed as syntactic object
(The storm broke the window) or syntactic subject
(The window broke in the storm).

The Proposition Bank (PropBank; Palmer et al.
(2005); Pradhan et al. (2022)) has over 11,000
Frame Files providing valency information (ar-
guments and their descriptions) for fine-grained
senses of English verbs, eventive nouns, and ad-
jectives. Figure 2 gives an example Frame File for
agree as well as an instantiated frame for HP has
an agreement to acquire EYP.

agree.01 - agree

ARG-0: Agreer

ARG-1: Proposition

agree.01

ARG-0: HP

ARG-1: acquire.01

ARG-1: EYP

Figure 2: The PropBank roleset definitions of agree.01
and the expected annotations in X-AMR.

The resulting nested predicate-argument struc-
tures from PropBank style-SRL also form the back-
bones of AMRs, which in addition includes Named
Entity (NE) tags and Wikipedia links (for ‘HP’ and
‘EYP’ in our example). AMRs also include explicit
variables for each entity and event, consistent with
Neo-Davidsonian event semantics, as well as inter-
and intra-sentential coreference links to form di-
rected, (largely) acyclic graphs that represent the
meaning of an utterance or set of utterances.

Our enhanced X-AMR representation follows
AMR closely with respect to NE and coreference,
but stops short of AMR’s additional structuring
of noun phrase modifiers (especially with respect
to dates, quantities and organizational relations),
the discourse connectives and the partial treatment
of negation and modality. However, we go fur-
ther than AMR by allowing for cross-document
coreference as well as multi-sentence coreference.
X-AMR thus provides us with a flexible and ex-
pressive event representation with much broader
coverage than standard event annotation datasets
such as ACE3 or Maven (Wang et al., 2020).

3.1.2 Roleset Sense Annotation
The first step in the annotation process involves
identifying the roleset sense for the target event

3https://www.ldc.upenn.edu/collaborations/past-
projects/ace
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Target Mention

HP today announced that it has signed a
definitive agreement EVT to acquire EYP
Mission Critical Facilities Inc.

roleset_id

agree.01

ARG-0

Hewlett-Packard

ARG-1

acquire.01

Figure 3: Eventive ARG-1 in the roleset agree.01. The
ARG-1 clause is annotated as the connecting event with
roleset ID acquire.01

trigger in the given text. Annotators, using an em-
bedded PropBank website and the assistance of the
tool’s model, select the most appropriate sense by
comparing senses across frame files.
Handling Triggers with No Suitable Roleset: If
there is no appropriate roleset that specifies the
event trigger, particularly in cases when the trigger
is a pronoun (it) or proper noun (e.g., Academy
Awards), the annotator must then search for a role-
set that defines the appropriate predicate.

3.1.3 Document-level Arguments
Identification

Next, we identify the document and corpus-level
ARG-0 and ARG-1 of the selected roleset. Anno-
tators use the embedded PropBank website as a
reference for the roleset’s definition, ensuring that
the ARG-0 (usually the agent) and ARG-1 (typi-
cally the patient) are consistent with the roleset’s
constraints. For arguments that cannot be inferred,
the annotators leave those fields empty.

Within- and Cross-Document Entity Corefer-
ence Annotation: Annotators perform within- and
cross-document entity coreference using a drop-
down box of argument suggestions (suggested by
the model-in-the-loop), simplifying coreference
link establishment.

Nested ARG-1: In many cases, the ARG-1 may
itself be an event. In such cases, the annotator is
tasked with identifying the head predicate of the
ARG-1 role and providing its corresponding roleset
ID. We then search for the annotations for such an
ARG-1 and connect it to the target event. Fig 3 has
an example of a mention with an eventive ARG-1.
For this, the annotator needs to provide the roleset
for the predicate of the ARG-1 clause (agree.01) as
the ARG-1 in this annotation process.

ARG-Loc & ARG-Time Identification Anno-
tators may also utilize external resources, such as

(a) PropBank

acquire.01 - get, acquire

Aliases:

acquire (v.)
acquisition (n.)

Roles:

Roleset ID Go

Alias Go

Index

acquire.01 

(b) Document: 44_4ecbplus.xml

(d) Event Arguments

roleset_id

acquire.01

ARG-0

Hewlett-Packard

ARG-1

EYP MCS

ARG-LOC

NA

ARG-TIME

Nov 12, 2007

ARG0-PAG: agent, entity 
acquiring something 
ARG1-PPT: thing acquired

HP acquires EYP Mission Critical Facilities

HP today announced that it has signed a definitive 
agreement to   acquire  EYP Mission Critical Facilities Inc . , 
a consulting company specializing in strategic  - ...

(c) Target Mention

HP today announced that it has signed a definitive agreement 
to   acquire EVT  EYP Mission Critical Facilities Inc.

Figure 4: The Annotation Interface Using prodi.gy An-
notation Tool

Wikipedia4, or Google-News, for the accurate iden-
tification of temporal and spatial arguments. This
is required when the document does not explicitly
mention the location and time of the event.

3.2 Annotation Interface
The annotation interface, as depicted in Figure 4,
comprises four distinct components: (a) the inte-
grated PropBank website, (b) the document view,
(c) the sentence view, and (d) the event argument
forms. This interface is hosted on a server using
Prodigy, with links distributed to individual anno-
tators.

PropBank Website: We adapt the publicly avail-
able PropBank website builder5 to ensure compat-

4Although we add this in the guidelines, the annotators do
not wikify. Our choice is to use Wikipedia over the more com-
monly used KB-wikidata because of GPT-friendly identifiers
of the pages. Check out Appendix B.

5https://github.com/propbank/propbank-frames
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ibility within an embedded environment. This in-
teractive website hosts an indexed list of roleset
definitions that annotators refer to.

Target Mention Document: The document con-
taining the current mention is fully displayed in a
scrollable view with the event trigger highlighted
upon interface loading, facilitating easy access to
additional context for annotators.

Target Mention Sentence: This section displays
the sentence encompassing the mention, with the
event trigger highlighted in Prodigy’s named en-
tity recognition (NER) style. Typically, a sentence
alone is sufficient to identify the arguments, and
therefore, it is in the field of focus first.

Event Arguments Forms: The event argument
forms are located in this section, enabling annota-
tors to manually input corpus-level arguments for
the events. Each form is equipped with a dropdown
list containing previously annotated arguments, fa-
cilitating the annotation process. Figure 5 shows
the different kinds of arguments stored in each
of the argument forms. The roleset_id form
stores all the rolesets in PropBank, ARG-0 and
ARG-1 the identified agents and patients up til then,
ARG-LOC the locations, and ARG-Time the dates.

3.3 Model-in-the-loop

Incorporating a model-in-the-loop approach, our
annotation framework utilizes a straightforward
Word2Vec classifier implemented using spaCy.
This classifier ranks sentences containing previ-
ously seen arguments in relation to the target sen-
tence. The dynamic ranking of these sentences
is reflected in the dropdown list, with the highest-
ranked sentence positioned at the top. The annota-
tor is presented with the option to either accept or
reject the top-ranked arguments.
Argument Ranking and Selection: Upon loading
the annotation interface, the system ranks the argu-
ments from previously annotated sentences along-
side the target sentence. The highest-ranked ar-
gument is selected by default and presented as the
initial choice to the annotator. This ranking is based
on the similarity or relevance of the sentences as
determined by the Word2Vec classifier.
Acceptance and Integration: Should the annota-
tor choose to accept the top-ranked sentence, it is
seamlessly integrated into the set of previous argu-
ments. This integration enhances the corpus-level
annotation by incorporating contextually relevant
information from the selected sentence.

Figure 5: Screenshots

Rejection and New Argument Creation: In the
event of rejection, the system generates new argu-
ments, leveraging the embedding of the rejected
sentence. This adaptive mechanism ensures that
even when an annotator rejects the top-ranked sen-
tence, valuable information is not lost. Instead, it
is used to generate potentially relevant arguments
for further annotation.

GPT-in-the-loop: Finally, yet importantly, we em-
ploy a GPT-based methodology to streamline the
extraction of cross-document arguments through a
two-step Retrieval Augmented Generation process.
A comprehensive breakdown of our prompt engi-
neering techniques is provided in Appendix B. The
primary objective of this approach is to establish
cross-document entity coreference.

Because of budget constraints, we have limited
the execution of this experiment to a subset of the
Dev dataset (Dev-small), encompassing a total of
120 mentions. Corpus statistics and annotation
analysis are detailed in Appendix A.
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4 Analysis

4.1 Model-in-the-loop

We collect X-AMR annotations on the ECB+
dataset, as detailed in Appendix A (refer to the
appendix for specific numerical data and human an-
notation analysis). During the annotation process,
we collect human annotations along with predicted
rolesets and arguments generated by our model.
We assess the model’s performance by comparing
its predictions to human annotations. We carefully
recorded the instances in which annotators made
modifications to the predicted text provided by the
model. We count the acceptance ratio of the pre-
dictions, which not only signifies the model’s ef-
fectiveness but also represents the amount of effort
saved by annotators.

Our analysis on the train, dev, and test sets of
ECB+, as illustrated in Figure 7, reveals several
noteworthy observations: the correct roleset ID
prediction consistently exceeded 80% for both an-
notators, denoted as A1 and A2. A1 appeared to be
more inclined to accept the model’s argument pre-
dictions compared to A2. This experiment serves
as a foundation for future research, and one po-
tential avenue is to incorporate these findings into
downstream tasks, such as Event Coreference Res-
olution, to evaluate the quality of annotations and
explore further implications of using model-in-the-
loop for X-AMR annotations.

4.2 GPT-in-the-loop

In our GPT experiment on Dev-small, we had an
adjudicator review 120 mentions and note when
they had to adjust GPT’s predictions. The outcomes
of this evaluation are visually represented in Figure
6, which illustrates the ratio of mentions requiring
modification. The main takeaway here is that GPT
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Figure 6: Accuracy of GPT Predictions of Roleset and
ARG based on the gold standard annotation (adjudi-
cated);
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Figure 7: Roleset and ARG Analysis for A1 and A2:
“Ax Accept” represents the acceptance rate of the model
suggestions according to Annotator x; “Ax Reject” rep-
resents the rejection rate of the model suggestions ac-
cording to Annotator x;

performed well in generating Location and Time
arguments but struggled with predicting roleset IDs
and ARG-0, ARG-1 arguments. We believe that
integrating the model-in-the-loop approach could
help improve performance compared to just using
GPT.

5 Future Work

The next steps include leveraging the X-AMR
structures in creating efficient methods for neuro-
symbolic event coreference resolution (ECR). For
example, the X-AMR annotations could help in
filtering the most pertinent event pairs that can be
used with more resource intensive methods for esti-
mating coreference (Ahmed et al., 2023a). Another
important direction is in the estimation of the qual-
ity and cost savings of our methodology in doing
ECR annotations. Quality measured by the num-
ber of ECR links that can be found with the least
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amount of pairwise event mention comparisons
(Ahmed et al., 2023b).

6 Conclusion

In this paper, we have introduced a novel approach
for cross-document, corpus-level semantic event
extraction utilizing the X-AMR framework. To
facilitate this process, we have developed a model-
in-the-loop annotation tool tailored for X-AMR an-
notation, seamlessly integrated with Prodigy. This
tool has been employed to curate X-AMR anno-
tations by enriching an existing event coreference
dataset, with contributions from two annotators. To
evaluate the effectiveness of our approach, we have
introduced a comprehensive assessment of the pre-
dictions, incorporating both the model’s output and
the assistance of GPT.

Limitations

This work has several limitations. Firstly, the an-
notation tool used is a one-time paid software,
which may restrict its accessibility to some re-
searchers, although we have made the annotation
recipe freely available. Secondly, the study relies
on gold mentions rather than predicted ones, sug-
gesting a need for future research to incorporate
an additional annotation process to identify event
triggers. Lastly, the non-reproducibility of GPT is
acknowledged, and it may have been pre-trained on
the corpus. However, we provide GPT-generated
outputs and use them primarily for information gen-
eration rather than prediction, especially in event
description generation. Future work may focus
on distilling information into smaller, reproducible
models to address these limitations and enhance
the robustness of our approach.

Ethics Statement

Recognizing the rigor and tediousness of the anno-
tation process, our research ensured that all anno-
tators were fairly compensated, given reasonable
work hours, and provided with regular breaks to
maintain consistency and quality. Comprehensive
training and clear guidelines were offered, and a
robust communication channel was established to
address concerns, ambiguities, and to encourage
feedback. Our team made efforts to involve a di-
verse group of annotators to minimize biases.

To alleviate the monotonous nature of the task,
we employed user-friendly tools, rotated tasks, and
supported peer discussions. We also acknowledged

the crucial role of annotators in our research, ensur-
ing their contributions were recognized and valued.
Post-task, a summary of our findings was shared
with the annotators, incorporating their feedback
into the final manuscript, underlining our commit-
ment to an inclusive and ethical research approach.

By adhering to the EACL guidelines, we aim to
emphasize the ethical considerations surrounding
the involvement of annotators in research projects.
We believe that a humane, respectful, and inclu-
sive approach to data annotation not only results
in superior-quality datasets but also upholds the
dignity and rights of all involved.
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events are related through coreference. We divide
the documents from topics 1 to 35 into the training
and validation sets2 , and those from 36 to 45 into
the test set, following the approach of Cybulska
and Vossen (2014).

A.1 Annotation Analysis

We have currently annotated all the mentions in the
corpus with their Roleset IDs and 5,287 out of the
6,833 with X-AMR. In the three splits, only the
Dev set has been fully annotated. We calculate the
inter-annotator agreement (IAA) on the common
Roleset predictions. The IAA is highest for the Dev
set at 0.91, as depicted in Table 1.

Train Dev Test Dev
small

Documents 594 196 206 91

Mentions 3808 1245 1780 120
Roleset ID
Agreement

0.84 0.91 0.80 –

w/ X-AMR 3195∗ 1245 847∗ 120

w/ Nested ARG-1 1081 325 220 24

w/ ARG-Loc 2949 1243 707 120

w/ ARG-Time 3192 1244 805 120

Table 1: ECB+ Corpus statistics for event mentions
in ECB+ and the mentions annotated with X-AMR
(∗Annotation in Progress). Inter-annotator agreement
for the Roleset ID is highest for the Dev set.

Arguments: Our analysis reveals a significant pres-
ence of mentions with nested ARG-1 annotations,
as highlighted in Table 1 (w/ Nested ARG-1). This
underscores the importance of capturing nested
event relationships effectively. Additionally, our
annotations for location and time modifiers suc-
cessfully capture this information for nearly all
mentions (w/ X-AMR), thanks to the assistance
provided by drop-down options and the model-in-
the-loop approach. These tools are particularly
valuable in cases where date references are not ex-
plicitly mentioned in the document.

B Prompt Engineering

Our approach for X-AMR extraction with GPT
involves a two-step process. In the initial step,
we extract the Event Description along with the
document-level arguments of the event by utilizing
prompts such as Instructions A, JSON Labels

A, and Inputs A. Following the generation of in-
dividual event descriptions through this step, we

employ another prompt-based technique to gener-
ate corpus-level arguments.

In this secondary method, we introduce an addi-
tional instruction into Instructions A, forming
Instructions B. This instruction directs GPT to
identify the most informative Event Description
that is coreferent with the current Event. Subse-
quently, we provide this identified Event Descrip-
tion (JSON Labels B) within the context and task
GPT with generating missing information, such as
date and location, pertaining to the target event. We
provide the list of informative event descriptions in
the topic of the target event in Inputs B.

The estimated cost of running this experiment is
about $15.

Instructions A
You are a concise annotator that follows
these instructions:

1. Identify the target event trigger
lemma and its correct roleset sense in
the given text.

2. Annotate the document-level ARG-0 and
ARG-1 roles using the PropBank website
for the roleset definitions.

3. If the ARG-1 role is an event,
identify the head predicate and
provide its roleset ID.

4. Perform within-document and
cross-document anaphora resolution of
the ARG-0 and ARG-1 using Wikipedia.

5. Use external resources, such as
Wikipedia, to annotate ARG-Loc and
ARG-Time.

JSON Labels A
Here are the definitions of the keys in
the JSON output:

Roleset ID: The PropBank Roleset ID
corresponding to the event trigger

ARG-0: The text in the Document
corresponding to the typical agent

ARG-0 Coreference: The reference to
the ARG-0 in Wikipedia in the format
/wiki/Wikipedia_ID
...

ARG-1 Roleset ID: If the Event is Nested,
provide the Roleset ID for the head event
in ARG-1 clause

ARG-Location: The reference to the event
location in Wikipedia

ARG-Time: The event time in the format
of Month-Day-Year in your knowledge of
the world or the document

Event Description: In a single sentence,
summarize the event capturing the
Roleset_ID and the names and wiki links
of the Participants, Location and Time
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Inputs A

Target Mention Document: Entire document
with the marked event trigger

Target Mention Sentence: Sentence with
the marked event trigger

Instructions B

Instructions A

6. Identify the most informative (having
Wikipedia and complete dates) and best
matching Event Description from the
provided list of descriptions.

JSON Labels B

JSON Labels A

Most Informative Event Description: Pick
the most informative event description
from the Event Description List. Choose
by selecting the one that has complete
date and Wikipedia links for the
arguments and also is coreferent with
the target Event. Hint: choose the one
starts starts with "On DATE"

Inputs B

Event Description List: Event
descriptions of the three most
informative and similar events in the
corpus.

Target Event Description: Event
description of the target event

Target Mention Sentence: Sentence with
the marked event trigger
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Abstract

Comments in source code are crucial for de-
velopers to understand the purpose of the code
and to use it correctly. However, keeping com-
ments aligned with the evolving codebase poses
a significant challenge. With increasing inter-
est in automated solutions to identify and rec-
tify discrepancies between code and its asso-
ciated comments, most existing methods rely
heavily on heuristic rules. This paper intro-
duces DocChecker, a language model-based
framework adept at detecting inconsistencies
between code and comments and capable of
generating synthetic comments. This function-
ality allows DocChecker to identify and rectify
cases where comments do not accurately rep-
resent the code they describe. The efficacy of
DocChecker is demonstrated using the Just-In-
Time and CodeXGlue datasets in various sce-
narios. Notably, DocChecker sets a new bench-
mark in the Inconsistency Code-Comment De-
tection (ICCD) task, achieving 72.3% accuracy,
and scoring 33.64 in BLEU-4 on the code sum-
marization task. These results surpass other
Large Language Models (LLMs), including
GPT 3.5 and CodeLlama.

DocChecker is available for use and evalua-
tion. It is available on https://github.com/
FSoft-AI4Code/DocCheckerGitHub and as
an Online Tool. A demonstration video of its
functionality can be found on YouTube.

1 Introduction

Code summarization is a significant issue in soft-
ware engineering due to its ability to produce ex-
planatory comments for source code, which is es-
sential for ensuring software quality. Identifying
and resolving discrepancies between the source
code and its corresponding comments is an essen-
tial obstacle. Inconsistencies resulting from code
changes not being accurately reflected in comments
or from initially imprecise descriptions can cause
substantial problems in comprehending and manag-

Code Function

Comment
Things we don't need to care about

 func (s *storageZfs) ContainerMount(c container) 
       (bool, error) {

        return s.doContainerMount(c.Project(),
c.Name(), c.IsPrivileged())

 }

Figure 1: An example of code-comment inconsistency
from the CodeSearchNet dataset.

ing software. An illustrative example of this incon-
sistency, sourced from the CodeSearchNet dataset,
is depicted in Figure 1 (Husain et al., 2019). These
disparities can cause software defects, degrade soft-
ware quality, and lower developer productivity, as
highlighted in recent studies (Wen et al., 2019; Tan
et al., 2012; Panthaplackel et al., 2021; Steiner and
Zhang, 2022). Moreover, the prevalent issue of
code-comment conflicts in widely used datasets im-
pacts the efficacy of code language models trained
on them (Sun et al., 2022; Shi et al., 2022; Manh
et al., 2023). Recent large models trained specifi-
cally for code understanding and generation tasks
may be able to address these challenges (Wang
et al., 2021; Nijkamp et al., 2022; Wang et al., 2023;
Di Grazia and Pradel, 2023). However, these mod-
els’ efficacy depends on the quality of the training
data, emphasizing the importance of accurate and
consistent code-comment pairs.

To address these issues, we introduce Doc-
Checker, a framework designed specifically for
detecting inconsistencies between code and com-
ments (ICCD)). Leveraging the capabilities of
AI4SE and insights gained from advancements
in code LLMs, DocChecker addresses the critical
need for high-quality, consistent documentation in
software development. The key idea is to leverage
an encoder-decoder backbone network and then
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pre-train code-text pairs. This pre-training process
employs a multi-faceted approach, including con-
trastive learning to bootstrap code and text features,
binary classification to discern consistent from in-
consistent pairs, and text generation to create co-
herent comments. The backbone of this system is
UniXcoder (Guo et al., 2022), chosen for its ef-
fectiveness and efficiency in handling multi-modal
content. DocChecker is specifically designed not
only to detect but also to resolve inconsistencies
between code and comments by generating replace-
ment comments that accurately reflect the current
state of codebase. Furthermore, compared to state-
of-the-art CodeLLMs, our method excels signif-
icantly on ICCD and code summarization tasks.
DocChecker outperforms StarCoder by 30% and
surpasses GPT-3.5 and CodeLlama by 10% in
terms of accuracy, even though such models are
pre-trained on larger-scale datasets. In summary,
the key contributions of DocChecker are:

• We propose DocChecker, a framework built on
a code language model, jointly pre-trained with
three objectives: contrastive learning between
code and text, binary classification, and comment
generation.

• The experiments show that DocChecker achieves
state-of-the-art results on ICCD and code sum-
marization, compared to existing methods and
LLMs such as StarCoder, GPT-3.5, and CodeL-
lama.

• DockChecker is released as an easy-to-use pack-
age that can be deployed and installed on a local
machine, facilitating its adoption in real-world
software development scenarios.

2 Related Work

2.1 Pre-trained Code Language Models
Large language models have demonstrated re-

markable success in code understanding and gen-
eration, giving rise to code models such as several
notable ones, each specializing in different aspects
of code processing. Encoder-decoder models like
UniXCoder (Guo et al., 2022), CodeT5 (Wang
et al., 2021), CodeT5+(Wang et al., 2023) ex-
cel in both understanding and generating code.
Encoder-only models, such as CuBERT (Kanade
et al., 2020) and CodeBERT (Feng et al., 2020),
are adept at code-understanding tasks, with Cu-
BERT focusing on Python and CodeBERT ex-
tending to six languages. Meanwhile, decoder-

only models such as CodeLlama (Roziere et al.,
2023), StarCoder (Li et al., 2023), and Magi-
coder (Wei et al., 2023), CodeGen(Nijkamp et al.,
2022, 2023), and DeepSeek-Coder (Guo et al.,
2024) specialize in code generation. Other mod-
els are trained based on additional structural fea-
tures of source code, such as InferCoder (Bui et al.,
2021a) and Corder (Bui et al., 2021b). These mod-
els are typically trained on large-scale datasets from
Github (Kocetkov et al., 2022; Lu et al., 2021), with
heuristic rules (Manh et al., 2023) used to select
only high-quality parts for training

2.2 Detect Inconsistency Between Code and
Comment

Source code comments are important in under-
standing the meaning of the code function. The
significance of comments aligning with source
code is divided into two categories: inconsistent
code-comment detection and comment updates.
Rabbi and Siddik (2020) measures the similarity
between code functions and comments, identify-
ing inconsistency when the score falls below a set
threshold. Panthaplackel et al. (2021) develops
a deep learning-based approach to comprehend
and establish relationships between comments and
code changes. Instead of using machine learn-
ing approaches, others propose rule-based meth-
ods for analysis. Ratol and Robillard (2017) intro-
duces Fraco, an Eclipse plugin for fragile comment
detection during identifier renaming, while Shi
et al. (2022) develops an automated code-comment
cleaning tool for accurate noise detection in the
CodeSearchNet dataset Husain et al. (2019). Al-
though rule-based methods are clear and straight-
forward, they struggle with new datasets and lack
semantic understanding. Recent research explores
automatic comment updating, with tools like CUP
(Liu et al., 2021) and HebCUP (Lin et al., 2021) ef-
fective for simple changes (a single token change)
but not for complex ones. In contrast, our frame-
work excels at detecting and updating inconsistent
code-comment pairs.

3 Overview of DocChecker

In this section, we describe DocChecker as a
Python package and demonstrate its user interface.
For full customization and detailed documentation
of DocChecker, users can reference our GitHub
repository.

188

https://github.com/FSoft-AI4Code/DocChecker


Figure 2: Screenshot for the Input Example.

Figure 3: Screenshot for the Output file Example.

3.1 Python Package

We bundle DocChecker into an easy-to-use li-
brary that can be installed via Pypi.

Input: User must provide their source code file as
well as the corresponding programming language.
DocChecker is able to extract all code functions
and their metadata (e.g. function name) by using
the AST parser 1. An example of how to use Doc-
Checker is illustrated in Figure 2.

Output: DocChecker returns in the form of a list
of dictionaries corresponding in number to input
code functions, including the name of each func-
tion in raw code, code snippet, associated docstring,
as well as its prediction, and the recommended
docstring. If a code-text pair is considered as “In-
consistent!”, DocChecker will generate a complete
docstring to replace the old ones; otherwise, it will
keep the original version. Figure 3 is a screenshot
that shows the result of DocChecker’s prediction.

3.2 User Interface

We show a demo interface of DocChecker as de-
picted in Figure 4. It consists of a coding field for
directly entering source code or uploading existing
code files, a select widget specifying the program-
ming language used for their code, and a button
that triggers the query process. When the front-end
receives the query result, it displays the previously
mentioned list of dictionaries.

1We use tree-sitter as the parser https://github.com/
tree-sitter/tree-sitter.

Figure 4: Screenshot for the user interface.

4 Building Blocks of DocChecker

This section outlines the architecture of Doc-
Checker (see Section 4.1), the objectives guiding
its pre-training (Section 4.2), and the specific setup
used during pre-training (Section 4.3). Initially,
the model undergoes pre-training focusing on con-
trastive learning and code-to-text generation, fol-
lowed by fine-tuning for the specific Inconsistency
Code-Comment Detection (ICCD) task.

4.1 Architecture

DocChecker’s design is influenced by the effec-
tiveness of pre-trained models. Instead of build-
ing from scratch, it utilizes existing pre-trained
encoder-decoder models. For this project, we se-
lected UniXcoder, an encoder-decoder model (Guo
et al., 2022), as our backbone network due to its
customizable nature and efficient performance with
relatively fewer parameters (details in Section 6.3).

4.2 Pre-training Objectives

DocChecker’s pre-training involves three pri-
mary objectives:

Code-Text Contrastive Learning (CTC): This
aims to align the feature spaces of code and text
encoders. We enhance model accuracy by empha-
sizing similarities in positive code-text pairs and
differentiating them from negative pairs. Negative
samples are generated following the methodology
in (Li et al., 2021), focusing on hard negative pairs
based on contrastive similarity.
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Figure 5: Overview of the DocChecker framework.

Binary Classification (BC): This objective as-
sesses the alignment between code and text. The
model distinguishes between consistent (positive)
and inconsistent (negative) code-text pairs, enhanc-
ing its ability to detect inconsistencies.

Comment Generation (CG): This objective fo-
cuses on creating comments that explain a specific
code snippet. Training the model to optimize cross-
entropy loss in an autoregressive manner improves
the model’s ability to generate coherent comments.

In addition to these objectives, DocChecker ben-
efits from multi-task learning, sharing the weights
between the text encoder and decoder to improve
text representation. Separate, fully-connected lay-
ers are utilized to capture task-specific differences
and minimize task interference.

4.3 Pre-training Setup

DocChecker uses UniXcoder (Guo et al., 2022),
which excels at multi-modal contexts and uni-
fied cross-modal models. Our goal is to make
Dockchecker lightweight and easy to install on a
local machine. With 12 hidden layers, 768 hidden
sizes, and 3072 intermediate sizes, UniXcoder’s
architecture of 124M parameters meets our re-
quirements. UniXCoder is also pre-trained on
CodeXGLUE, which includes a variety of program-
ming languages. This diverse dataset is critical to
ensuring the model’s performance in a wide range
of software engineering scenarios.

5 Experiment Setup

In this section, we first present the tasks and the
datasets used to assess the performance of Doc-
Checker. Then, we describe the baselines and met-
rics used for evaluation.

5.1 Evaluation Tasks
DocChecker is evaluated for two tasks: ICCD

and Code Summarization.

ICCD: For this task, given a comment C with a
corresponding code method M , determine whether
comment C is semantically out of sync with code
function M . To address this challenge, we utilize
the post-hoc setting in (Panthaplackel et al., 2021),
where code changes that resulted in the mismatch
are unknown; Only the current version of the code
snippet and old comment are available. This setting
is similar to our work, where we want to detect
inconsistency for code-text pairs.

Code Summarization: This task aims to gener-
ate a natural language summary to explain a given
piece of code. By summarizing key concepts and
features into a concise format, code summariza-
tion addresses the challenge of comprehending pro-
gramming constructs, especially as codebases con-
tinue to grow in complexity.

5.2 Datasets
As we assess the performance of DocChecker

across two distinct tasks, we rely on two datasets:
the Just-In-Time dataset for the ICCD task and the
CodeXGLUE dataset for the code summarization
task.

Just-In-Time Dataset ((Panthaplackel et al.,
2021)): In this dataset, each sample is the
comment-method pair from 2 versions: before and
after updating (C1,M1) and (C2,M2) . In the post-
hoc setting, C = C1 and M = M2. They assume
that developers updated the comment because it
became inconsistent as a result of code changes;
they take C1 to be inconsistent with M2, conse-
quently leading to a negative example. For posi-
tive examples, they additionally examine cases in
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which C1 = C2 and assume that the existing com-
ment has been revised to align consistently with the
corresponding code snippet. For a more reliable
evaluation, they manually check to get 300 clean
examples from the test set and note it as the cleaned
test set.

CodeXGLUE dataset (Lu et al. (2021)): This
dataset comprises six programming languages:
Python, Java, JavaScript, Ruby, Go, and PHP. They
come from publicly available open source non-fork
GitHub repositories, with each documentation rep-
resenting the first paragraph.

5.3 Baselines:

Baselines for ICCD task: We select the follow-
ing existing work to compare against DocChecker
for its effectiveness on the ICCD task:

• SVM (Corazza et al., 2018): This bag-of-words
approach classifies whether a comment is co-
herent with the method using an SVM with TF-
IDF vectors corresponding to the comment and
method;

• Deep-JIT: (Panthaplackel et al., 2021) presents a
method for detecting inconsistencies between nat-
ural language comments and source code. With
different ways of encoding, they consider three
types and note them as SEQ, GRAPH, HYBRID.
Deep-JIT is the existing SOTA method on the
Just-In-Time dataset.

• Pretrained Language Models of Code: We
evaluate a range of language models specifically
designed for code. Firstly, we focus on three
prominent and powerful CodeLLMs: GPT-3.5-
Turbo, StarCoder (15B) (Li et al., 2023), and
CodeLlama (34B) (Roziere et al., 2023). These
models are assessed using both zero-shot (0-shot)
and few-shot (3-shot) prompting approaches. In
the zero-shot setup, no examples from the Just-In-
Time dataset are provided, while the few-shot ex-
periment incorporates three code-text pairs with
correct labels from the dataset in each prompt.
These prompts are then applied to all selected
LLMs. Additionally, we also incorporate a com-
parative analysis with two established pre-trained
models: CodeBERT (Feng et al., 2020) and
CodeT5 (Wang et al., 2021).

Baselines for Code Summarization task: In this
experiment, we focus on the fine-tuning setting and
compare our method with smaller-scale LMs, in-

Method Cleaned Test set Full Test Set

F1 Acc F1 Acc

SVM 53.9 60.7 54.6 60.3
Deep-JITSEQ 63.0 60.3 66.3 62.8

Deep-JITGRAPH 65.0 62.2 67.2 64.6
Deep-JITHYBRID 63.3 55.2 66.3 58.9

CodeBERT 67.9 66.9 70.7 69.8
CodeT5 69.5 68.8 70.2 70.1

GPT-3.5 0-shot 60.9 65.1 62.5 64.6
StarCoder 0-shot 43.7 43.1 45.2 43.9

CodeLlama 0-shot 70.2 68.7 62.6 61.8

GPT-3.5 3-shot 66.4 67.0 66.1 61.4
StarCoder 3-shot 44.2 43.6 42.8 42.2

CodeLlama 3-shot 70.5 69.2 62.3 62.1

DocChecker 73.1 70.7 74.3 72.3

Table 1: Results for post hoc settings on the Just-In-
Time dataset

cluding RoBERTa (Liu et al., 2019), CodeBERT
(Feng et al., 2020) trained with masked language
modeling; PLBART (Ahmad et al., 2021) is based
on BART and pre-trained using denoising objec-
tive; CodeT5 (Wang et al., 2021), adapted from T5,
takes into account important token-type informa-
tion in identifiers; and the variant of UniXcoder
(Guo et al., 2022) since we utilize UniXcoder as
the backbone network.

5.4 Evaluation Metrics
Metrics for ICCD: We use two common classi-
fication metrics: F1 score (w.r.t. the positive label)
and Accuracy (Acc) to report the performance of
methods.

Metrics for Code Summarization: For this task,
we use the smoothed BLEU-4 (Lin and Och, 2004)
as the evaluation metric and report the overall score
of six programming languages.

6 Evaluation Results

6.1 Effectiveness of DocChecker on ICCD
Table 1 presents results for all baselines un-

der the post-hoc setting and LLMs. In general,
we find that our model can significantly outper-
form all of the baselines. Despite CodeBERT and
CodeT5 being pre-trained models with more pa-
rameters and showcasing efficiency in numerous
downstream tasks, their performance is behind ours.
DocChecker achieves a new SoTA of 72.3% accu-
racy and 74.3% F1 score on the full test set of
Just-In-Time. On the other hand, although previous
literature has empirically explored various capabil-
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Method Summarization
BLEU-4

RoBERTa 16.57
CodeBERT 17.83
PLBART 18.32
CodeT5-small 19.14
CodeT5-base 19.55
UniXcoder 19.30
-w/o contras 19.20
-w/o cross-gen 19.27
-w/o comment 18.97
-w/o AST 19.33
-using BFS 19.24
-using DFS 19.25
DocChecker 33.64

Table 2: Results on the code summarization task.

ities of LLMs in diverse natural language process-
ing and code generation tasks, billion-parameter
LLMs such as StarCoder, GPT 3.5, and CodeLlama
still struggle with ICCD, even with the construc-
tion of various types of prompts. In particular,
DocChecker produces significant improvements of
+10% accuracy and F1 score compared to the se-
lected LLMs.

The experiment results suggest that DocChecker
benefits from using a pre-trained language model
with our novel pre-training objectives. It supports
that our method effectively detects inconsistent
samples in the code corpus.

6.2 The effectiveness of DocChecker on Code
Summarization

Our results on this task are shown in Table
2. DocChecker is compared to a number of pre-
trained code language models during our eval-
uation. Following DocChecker’s pre-training
for three aforementioned objectives, our method
outperforms others significantly. DocChecker’s
BLEU-4 score is twice that of RoBERTa and Code-
BERT. Furthermore, despite the fact that CodeT5-
base uses a 12-layer encoder and a 12-layer de-
coder, which are twice as powerful as our architec-
ture, its performance is significantly lower. Doc-
Checker outperforms CodeT5 and the backbone
network UniXcoder by +13 BLEU-4 scores.

6.3 Influence of the backbone network on
DocChecker

DocChecker functions as a framework, so choos-
ing an encoder-decoder model for the backbone net-
work is flexible. This section demonstrates the ef-
fect of several pre-trained models on DocChecker’s
effectiveness. We use CodeBERT, CodeT5, and

Backbone
Network

Cleaned test set Full test set
F1 Acc F1 Acc

CodeBERT 68.2 67.1 71.5 70.4
CodeT5 70.1 69.5 71.9 71.5
UniXcoder 73.1 70.7 74.3 72.3

Table 3: Results of DocChecker pre-trained with differ-
ent backbone networks on the Just-In-Time dataset.

Code Function

Original Comment
Syntax sugar.

Recommended comment from DocChecker
Send and Receive the response.

 public <R> sendAndReceive(final Function 
      <HttpResponse, R> responseHandler){
    return responseHandler.apply(send());
 }

 Path renameToFinalName(FileSystem fs, Path tempPath)         
            throws IOException, StageException {

      return fsHelper.renameAndGetPath(fs, tempPath);
  }

Code Function

Original Comment
This method should be called every time we finish writing
into a file and consider it done .

Recommended comment from DocChecker
Renames the given path to the final name .

Figure 6: Some inconsistent code-comment examples
were collected from the CodeXGlue dataset and our
recommended comment to replace.

UniXcoder as the backbone network for Doc-
Checker. Each chosen backbone is pre-trained in
the DocChecker framework and fine-tuned using
the Just-In-Time dataset. The results in Table 3
show that the pre-trained models perform better
after re-pre-training compared to their original ver-
sions. However, UniXcoder emerges as the most
effective backbone model for this task, so we use it
for all of our experiments.

6.4 Practical Application

Aside from demonstrating DocChecker’s perfor-
mance, we highlight its effectiveness in real-world
scenarios. We consider the popular CodeXGlue
dataset, which extracts functions and paired com-
ments from Github repositories. Although this
benchmark dataset is expected to be of high qual-
ity, noise is unavoidable due to variations in cod-
ing conventions and assumptions used in modern
programming languages and IDEs. Using Doc-
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Checker, we can filter the dataset’s inconsistent
code-comment samples and create new comprehen-
sive summary sentences for them.

Figure 6 shows an example of an inconsistent
sample identified by DocChecker in the Code-
SearchNet dataset. The comment associated with
the code snippet is misaligned and needs to be up-
dated. Beyond detection, our method generates a
detailed summary sentence for each sample, which
replaces the outdated ones.

7 Conclusion

In this paper, we present DocChecker, a frame-
work to filter and generate replacement comments
for inconsistent code-comment pairs. The experi-
mental results demonstrate the effectiveness of this
method compared to SoTA existing methods and
LLMs, showcasing its applicability in both aca-
demic and practical contexts. We have released
DocChecker as an easy-to-use library, comple-
mented by a user-friendly interface to enhance user
interaction.

References

Wasi Uddin Ahmad, Saikat Chakraborty, Baishakhi
Ray, and Kai-Wei Chang. 2021. Unified pre-training
for program understanding and generation. arXiv
preprint arXiv:2103.06333.

Nghi DQ Bui, Yijun Yu, and Lingxiao Jiang. 2021a.
Infercode: Self-supervised learning of code represen-
tations by predicting subtrees. In 2021 IEEE/ACM
43rd International Conference on Software Engineer-
ing (ICSE), pages 1186–1197. IEEE.

Nghi DQ Bui, Yijun Yu, and Lingxiao Jiang. 2021b.
Self-supervised contrastive learning for code retrieval
and summarization via semantic-preserving transfor-
mations. In Proceedings of the 44th International
ACM SIGIR Conference on Research and Develop-
ment in Information Retrieval, pages 511–521.

Anna Corazza, Valerio Maggio, and Giuseppe Scan-
niello. 2018. Coherence of comments and method
implementations: a dataset and an empirical investi-
gation. Software Quality Journal, 26:751–777.

Luca Di Grazia and Michael Pradel. 2023. Code search:
A survey of techniques for finding code. ACM Com-
put. Surv., 55(11).

Zhangyin Feng, Daya Guo, Duyu Tang, Nan Duan, Xi-
aocheng Feng, Ming Gong, Linjun Shou, Bing Qin,
Ting Liu, Daxin Jiang, and Ming Zhou. 2020. Code-
bert: A pre-trained model for programming and natu-
ral languages.

Daya Guo, Shuai Lu, Nan Duan, Yanlin Wang, Ming
Zhou, and Jian Yin. 2022. Unixcoder: Unified cross-
modal pre-training for code representation. pages
7212–7225.

Daya Guo, Qihao Zhu, Dejian Yang, Zhenda Xie, Kai
Dong, Wentao Zhang, Guanting Chen, Xiao Bi,
Y Wu, YK Li, et al. 2024. Deepseek-coder: When the
large language model meets programming–the rise of
code intelligence. arXiv preprint arXiv:2401.14196.

Hamel Husain, Ho-Hsiang Wu, Tiferet Gazit, Miltiadis
Allamanis, and Marc Brockschmidt. 2019. Code-
searchnet challenge: Evaluating the state of semantic
code search. CoRR, abs/1909.09436.

Aditya Kanade, Petros Maniatis, Gogul Balakrishnan,
and Kensen Shi. 2020. Learning and evaluating con-
textual embedding of source code. In Proceedings of
the 37th International Conference on Machine Learn-
ing, ICML’20. JMLR.org.

Denis Kocetkov, Raymond Li, Loubna Ben Allal, Jia Li,
Chenghao Mou, Carlos Muñoz Ferrandis, Yacine Jer-
nite, Margaret Mitchell, Sean Hughes, Thomas Wolf,
et al. 2022. The stack: 3 tb of permissively licensed
source code. arXiv preprint arXiv:2211.15533.

Junnan Li, Ramprasaath Selvaraju, Akhilesh Gotmare,
Shafiq Joty, Caiming Xiong, and Steven Chu Hong
Hoi. 2021. Align before fuse: Vision and language
representation learning with momentum distillation.
Advances in neural information processing systems,
34:9694–9705.

Raymond Li, Loubna Ben Allal, Yangtian Zi, Niklas
Muennighoff, Denis Kocetkov, Chenghao Mou, Marc
Marone, Christopher Akiki, Jia Li, Jenny Chim, et al.
2023. Starcoder: may the source be with you! arXiv
preprint arXiv:2305.06161.

Bo Lin, Shangwen Wang, Kui Liu, Xiaoguang Mao, and
Tegawendé F. Bissyandé. 2021. Automated comment
update: How far are we? In 2021 IEEE/ACM 29th In-
ternational Conference on Program Comprehension
(ICPC), pages 36–46.

Chin-Yew Lin and Franz Josef Och. 2004. Orange: a
method for evaluating automatic evaluation metrics
for machine translation. In COLING 2004: Pro-
ceedings of the 20th International Conference on
Computational Linguistics, pages 501–507.

Yinhan Liu, Myle Ott, Naman Goyal, Jingfei Du, Man-
dar Joshi, Danqi Chen, Omer Levy, Mike Lewis,
Luke Zettlemoyer, and Veselin Stoyanov. 2019.
Roberta: A robustly optimized BERT pretraining
approach. CoRR, abs/1907.11692.

Zhongxin Liu, Xin Xia, David Lo, Meng Yan, and Shan-
ping Li. 2021. Just-in-time obsolete comment de-
tection and update. IEEE Transactions on Software
Engineering, pages 1–1.

Shuai Lu, Daya Guo, Shuo Ren, Junjie Huang, Alexey
Svyatkovskiy, Ambrosio Blanco, Colin Clement,
Dawn Drain, Daxin Jiang, Duyu Tang, Ge Li, Li-
dong Zhou, Linjun Shou, Long Zhou, Michele Tu-

193

http://arxiv.org/abs/2002.08155
http://arxiv.org/abs/2002.08155
http://arxiv.org/abs/2002.08155
https://doi.org/10.18653/v1/2022.acl-long.499
https://doi.org/10.18653/v1/2022.acl-long.499
http://arxiv.org/abs/1909.09436
http://arxiv.org/abs/1909.09436
http://arxiv.org/abs/1909.09436
https://doi.org/10.1109/ICPC52881.2021.00013
https://doi.org/10.1109/ICPC52881.2021.00013
http://arxiv.org/abs/1907.11692
http://arxiv.org/abs/1907.11692


fano, MING GONG, Ming Zhou, Nan Duan, Neel
Sundaresan, Shao Kun Deng, Shengyu Fu, and Shu-
jie LIU. 2021. CodeXGLUE: A machine learning
benchmark dataset for code understanding and gener-
ation. In Thirty-fifth Conference on Neural Informa-
tion Processing Systems Datasets and Benchmarks
Track (Round 1).

Dung Nguyen Manh, Nam Le Hai, Anh T. V. Dau,
Anh Minh Nguyen, Khanh Nghiem, Jin Guo, and
Nghi D. Q. Bui. 2023. The vault: A comprehensive
multilingual dataset for advancing code understand-
ing and generation.

Erik Nijkamp, Hiroaki Hayashi, Caiming Xiong, Sil-
vio Savarese, and Yingbo Zhou. 2023. Codegen2:
Lessons for training llms on programming and natu-
ral languages. arXiv preprint arXiv:2305.02309.

Erik Nijkamp, Bo Pang, Hiroaki Hayashi, Lifu Tu, Huan
Wang, Yingbo Zhou, Silvio Savarese, and Caiming
Xiong. 2022. Codegen: An open large language
model for code with multi-turn program synthesis.
arXiv preprint arXiv:2203.13474.

Sheena Panthaplackel, Junyi Jessy Li, Milos Gligoric,
and Raymond J Mooney. 2021. Deep just-in-time in-
consistency detection between comments and source
code. In Proceedings of the AAAI Conference on
Artificial Intelligence, volume 35, pages 427–435.

Fazle Rabbi and Md Saeed Siddik. 2020. Detecting
code comment inconsistency using siamese recurrent
network. In Proceedings of the 28th International
Conference on Program Comprehension, ICPC ’20,
page 371–375. Association for Computing Machin-
ery.

Inderjot Kaur Ratol and Martin P Robillard. 2017. De-
tecting fragile comments. In 2017 32nd IEEE/ACM
International Conference on Automated Software En-
gineering (ASE), pages 112–122. IEEE.

Baptiste Roziere, Jonas Gehring, Fabian Gloeckle, Sten
Sootla, Itai Gat, Xiaoqing Ellen Tan, Yossi Adi,
Jingyu Liu, Tal Remez, Jérémy Rapin, et al. 2023.
Code llama: Open foundation models for code. arXiv
preprint arXiv:2308.12950.

Lin Shi, Fangwen Mu, Xiao Chen, Song Wang, Junjie
Wang, Ye Yang, Ge Li, Xin Xia, and Qing Wang.
2022. Are we building on the rock? on the impor-
tance of data preprocessing for code summarization.
In Proceedings of the 30th ACM Joint European Soft-
ware Engineering Conference and Symposium on
the Foundations of Software Engineering, pages 107–
119.

Theo Steiner and Rui Zhang. 2022. Code comment
inconsistency detection with bert and longformer.
arXiv preprint arXiv:2207.14444.

Zhensu Sun, Li Li, Yan Liu, Xiaoning Du, and Li Li.
2022. On the importance of building high-quality
training datasets for neural code search. In Proceed-
ings of the 44th International Conference on Software
Engineering, pages 1609–1620.

Shin Hwei Tan, Darko Marinov, Lin Tan, and Gary T.
Leavens. 2012. @tcomment: Testing javadoc com-
ments to detect comment-code inconsistencies. In
2012 IEEE Fifth International Conference on Soft-
ware Testing, Verification and Validation, pages 260–
269.

Yue Wang, Hung Le, Akhilesh Deepak Gotmare,
Nghi DQ Bui, Junnan Li, and Steven CH Hoi. 2023.
Codet5+: Open code large language models for
code understanding and generation. arXiv preprint
arXiv:2305.07922.

Yue Wang, Weishi Wang, Shafiq Joty, and Steven C. H.
Hoi. 2021. Codet5: Identifier-aware unified pre-
trained encoder-decoder models for code understand-
ing and generation.

Yuxiang Wei, Zhe Wang, Jiawei Liu, Yifeng Ding, and
Lingming Zhang. 2023. Magicoder: Source code is
all you need. arXiv preprint arXiv:2312.02120.

Fengcai Wen, Csaba Nagy, Gabriele Bavota, and
Michele Lanza. 2019. A large-scale empirical
study on code-comment inconsistencies. In 2019
IEEE/ACM 27th International Conference on Pro-
gram Comprehension (ICPC), pages 53–64. IEEE.

194

https://openreview.net/forum?id=6lE4dQXaUcb
https://openreview.net/forum?id=6lE4dQXaUcb
https://openreview.net/forum?id=6lE4dQXaUcb
http://arxiv.org/abs/2305.06156
http://arxiv.org/abs/2305.06156
http://arxiv.org/abs/2305.06156
https://doi.org/10.1109/ICST.2012.106
https://doi.org/10.1109/ICST.2012.106
http://arxiv.org/abs/2109.00859
http://arxiv.org/abs/2109.00859
http://arxiv.org/abs/2109.00859


Proceedings of the 18th Conference of the European Chapter of the Association for Computational Linguistics
System Demonstrations, pages 195–206

March 17-22, 2024 c©2024 Association for Computational Linguistics

TL;DR PROGRESS:
Multi-faceted Literature Exploration in Text Summarization

Shahbaz Syed † Khalid Al-Khatib ‡ Martin Potthast †§

†Leipzig University ‡University of Groningen §ScaDS.AI
shahbaz.syed@uni-leipzig.de

Abstract
This paper presents TL;DR PROGRESS, a
new tool for exploring the literature on neu-
ral text summarization. It organizes 514 pa-
pers based on a comprehensive annotation
scheme for text summarization approaches and
enables fine-grained, faceted search. Each
paper was manually annotated to capture as-
pects such as evaluation metrics, quality di-
mensions, learning paradigms, challenges ad-
dressed, datasets, and document domains. In
addition, a succinct indicative summary is pro-
vided for each paper, consisting of automati-
cally extracted contextual factors, issues, and
proposed solutions. The tool is available online
at https://www.tldr-progress.de, a demo video
at https://youtu.be/uCVRGFvXUj8.

1 Introduction

Research in the field of neural text summariza-
tion has evolved rapidly from the introduction
of sequence-to-sequence (Sutskever et al., 2014;
Rush et al., 2015) models to the era of trans-
formers (Vaswani et al., 2017), greatly improving
our ability to produce high-quality summaries in
line with human preferences (Huang et al., 2020a;
Goyal et al., 2022). As a result, the original fo-
cus of summarization research on the news domain
has broadened to various other domains such as
meetings, scientific papers, scripts and opinions.

To keep abreast of current advances, especially
researchers new to the field must perform various
tasks, including assimilating, organizing, annotat-
ing, and reviewing papers across multiple venues.
Although search engines tailored to scholarly doc-
uments, such as Google Scholar, Semantic Scholar,
DBLP, and the ACL anthology, provide access to a
vast collection of articles, they merely support the
discovery of relevant papers from within a multi-
domain collection and do not (strongly) support an
in-depth comparative paper analysis.

This paper introduces TL;DR PROGRESS, a lit-
erature explorer designed specifically for the text
summarization literature. It contributes an intu-
itive annotation scheme designed to streamline fine-
grained, facet-based systematic reviews (Figure 1

Document representation Model training Summary generation

❑  Input encoding

❑  Unit relationship

❑  Data augmentation

❑  External knowledge

❑  Learning paradigm

❑  Objective functions

❑  Auxiliary tasks

❑  Unit selection

❑  Controlled generation

❑  Post-processing

Evaluation

❑  Domain

❑  Dataset

❑  Evaluation metrics

❑  Human evaluation

Metadata

❑  Paper type

❑  Venue / Year

❑  Code / Resources

Indicative summary

❑  Abstractive summary

❑  Context factors

❑  Problems & Solutions

Annotation Scheme for Text Summarization Literature

Figure 1: Our annotation scheme is based on a summa-
rization literature analysis. Its four components and their
respective facets enable a fine-grained unified analysis
of relevant papers. The indicative summary is automati-
cally generated.

and Section 3). To demonstrate the capabilities of
our tool, we manually analyze a collection of 514
summarization papers and cover various important
aspects for an efficient literature search (Section 4).
As part of its goal to organize summarization re-
search, TL;DR PROGRESS provides an indicative
summary for each paper, seamlessly integrating au-
tomatically extracted contextual information with
manually annotated facets (Section 5). This in-
cludes identifying for what practical purpose a sum-
marization approach is intended, the current chal-
lenges associated with summary generation, and a
paper’s contributions. Our tool also demonstrates
the practical application of large language mod-
els (LLMs) in automatic terminology acquisition,
involving the extraction of technical terms from
papers, including glossary definitions for general
concepts and acronym–expansion pairs to improve
researchers’ recall of specific papers (Section 6).1

TL;DR PROGRESS has a dual function: it pro-
vides insights into current research and serves as
a basis for future automation. In particular, our
literature explorer shows a way forward for future
research on large-scale systematic reviews of the
NLP literature by extensively leveraging LLMs.
1https://github.com/webis-de/eacl24-tldr-progress/
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2 Related Work

Paper aggregators such as Google Scholar, Seman-
tic Scholar, DBLP, and the ACL Anthology provide
access to a large number of papers from different
disciplines and, most importantly, facilitate their
discovery. However, these platforms lack solid
support for in-depth comparative analysis. Per-
sLEARN (Shi et al., 2023) introduces a perspective-
based approach to exploring scientific literature.
It empowers early career researchers to develop
their viewpoints by interacting with a prompt-based
model. The tool identifies evidence from relevant
papers that relate to the given seed perspectives
and summarizes them to make new connections. In
contrast, TL;DR PROGRESS focuses on summa-
rization and provides fine-grained facets for each
paper to enhance understanding of their contribu-
tions and content, along with indicative summaries,
a feature not present in PersLEARN.

As for annotating papers, Autodive (Du et al.,
2023) automates the in-place annotation of entities
and relationships in PDFs, using external domain-
specific NER models. In contrast, our approach
includes a domain-specific annotation scheme and
manual annotation for quality assurance. In ad-
dition, our tool facilitates unsupervised automatic
terminology acquisition using LLMs. SciLit (Gu
and Hahnloser, 2023) recommends relevant articles
based on keywords entered by the user and gener-
ates citation sets with extracted highlights. While
our tool supports keyword-based lexical search, it
is less reliant on user-defined keywords due to its
facet-based retrieval system.

Paperswithcode2 is a platform that links papers
with their code implementations. It provides an
overview of the state-of-the-art in various NLP
tasks. TL;DR PROGRESS complements Paper-
swithcode (for the summarization task) by provid-
ing an interactive dashboard presenting relevant
statistics (Section 7) for a comprehensive under-
standing of the state-of-the-art.

3 Annotation Scheme

To create a comprehensive annotation scheme for
summarization papers, we performed an in-depth
analysis of the recent relevant literature. As shown
in Figure 1, this scheme encapsulates the basic
components of a neural summarization architecture,
laying the foundation for a fine-grained annotation
2https://paperswithcode.com/

tailored to individual contributions. Its underly-
ing principle is to categorize contributions accord-
ing to their main focus, as papers often address
one or more components within the summarization
pipeline. The annotation scheme distinguishes four
components:

1. Document representation. Conversion of
a source document into a vector representa-
tion to model relationships between document
units (words, sentences, paragraphs). This
may include input data enrichment with user
or style-specific information and model aug-
mentation using external knowledge bases.

2. Model training. Training of a model with
suitable data under a user-defined objective
(or reward) function. This may include using
pre-trained models for tasks, such as missing
text prediction, paraphrasing, and detecting
textual entailment.

3. Summary generation. Generation of a sum-
mary based on the representation of its source
document using a trained model. This may
include selecting explicit units for inclusion,
restricting the summary to a particular style,
conditioning the generation process on cer-
tain aspects of the source document, and post-
processing steps such as length normalization
and redundancy removal.

4. Evaluation. Evaluation setup such as the doc-
ument domains and datasets used for testing,
automatic evaluation metrics reported, and the
human evaluation criteria for qualitative as-
sessment of the generated summaries.

These components encompass different facets. For
example, document representation includes “input
encoding”, “unit relationship”, “data augmenta-
tion”, and “external knowledge”. Definitions for
each facet are given in Table 1. These facets are not
mutually exclusive, i.e., a paper can contribute to
several facets simultaneously. For example, a paper
may present a novel input encoding scheme that
explicitly models unit relationships in the source
document. In such cases, we annotate the paper
with multiple facets. The annotation scheme also
includes metadata for each paper. Overall, our
scheme enables a fine-grained retrieval of relevant
summarization papers, a feature that is currently
not available in other paper aggregators.
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Facet Description / Examples

Document representation

Input encoding The paper presents methods to improve the encoding of source documents (e.g., hierarchi-
cal/graphical attention, inclusion of discourse structure, etc.)

Unit relationship The paper investigates methods that explicitly model the relationship between units in the source
document, such as words, sentences, or passages.

Data augmentation The paper introduces methods that use data augmentation techniques, e.g., to extract aspects, to
create contrasting examples of robustness, or to overcome data scarcity in low-resource domains.

External knowledge The paper investigates methods for integrating external knowledge using resources such as knowl-
edge graphs, domain-specific vocabularies, or information from pre-trained language models.

Model training

Learning Paradigm Supervised, unsupervised, or reinforcement learning.
Objective Function The paper introduces methods that incorporate new objective functions that emphasize diversity,

faithfulness, or custom objectives appropriate to the task of summarization.
Auxiliary Tasks The paper explores methods such as multi-task learning or pre-training on related tasks (e.g.,

textual entailment, paraphrasing, gap sentence prediction) to improve the summarization task.
Summary generation

Unit Selection The paper presents methods that explicitly select relevant units, such as words, sentences, or
passages, for summarization, addressing the information loss associated with generating fixed-
length summaries through techniques such as copying or pointing.

Controlled Generation The paper presents methods that encourage the model to generate summaries with certain attributes
(e.g., style, length, tone), for example, by providing additional textual guidance or limiting the
model’s vocabulary to a specific domain.

Post Processing The paper explores methods for post-processing generated summaries to improve their quality.
This includes re-ranking, re-writing or swapping certain text spans to achieve the desired goals.

Evaluation

Domain The domain of the source documents (e.g., opinions, screenplays, papers, etc.)
Dataset The datasets used for training/evaluation (e.g., CNN/DailyMail, XSum, etc.)
Evaluation metric The metrics used for automatic evaluation (e.g., ROUGE, BLEU, etc.)
Human evaluation The summary quality criteria that were evaluated manually (e.g., informativeness, fluency, etc.)
Metadata

Paper type A new method, analysis (evaluation), metric, dataset, or theory.
Venue / Year Venue and year in which the work was published.
Code / Resources Artifacts relevant to reproduce the paper’s contribution.

Table 1: Description of the annotation scheme shown in Figure 1. Pipeline components correspond to the three
major components of the scheme, Document Representation, Model Training, and Summary Generation.

4 Webis Summarization Papers Corpus

To create TL;DR PROGRESS, we compiled a cor-
pus of research papers on neural text summariza-
tion, annotated it according to our scheme, and
analyzed the distribution of the papers across dif-
ferent dimensions.

4.1 Corpus Construction
To collect summarization papers, we conducted a
keyword search (“summ”) in the proceedings of the
most important venues, including AAAI, AACL,
ACL, CHIIR, CIKM, COLING, CONLL, EACL,
ECIR, EMNLP, ICLR, IJCAI, IJCNLP, NAACL,
NEURIPS, SIGIR, and TACL. The initial collec-
tion of 801 papers was refined through a careful
review of titles and abstracts to identify papers that
were directly relevant to single-document summa-
rization of English texts. These included papers

that evaluated or analyzed existing approaches and
proposed new metrics, human assessment method-
ologies, meta-evaluations, datasets, and new model
architectures. To extract textual content from the
PDFs, we used Science Parse.3 Papers that could
not be automatically extracted or were duplicates
were excluded, so that we ended up processing
514 papers. For each of the 514 papers, we per-
formed a thorough manual annotation, focusing on
the facets of our annotation scheme. The annota-
tion was performed by one of the authors of this
paper. The annotation process was iterative, with
the annotator revisiting the previously annotated
sections to ensure consistency. Another author re-
viewed the annotations to ensure their quality.
3https://github.com/allenai/science-parse
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Venue Count Venue Count Venue Count

EMNLP 184 EACL 13 IJCNLP 4
ACL 115 TACL 12 ICLR 2
NAACL 60 CIKM 12 ECIR 2
COLING 34 AACL 11 NEURIPS 2
AAAI 29 IJCAI 9
SIGIR 17 CONLL 8

Table 2: Number of papers published per venue. Un-
surprisingly, EMNLP and ACL are the most popular
venues for summarization research.

Challenges in Text Summarization

Controlled and Tailored Summarization
Efficient Encoding of Long Documents
Exploiting the Structure of Long Documents
Hallucinations in the Generated Summaries
Identifying Important Contents from the Document
Information Loss / Incoherence in Extractive Summarization
Lack of Suitable Training Data
Pretraining and Sample Efficiency
Robust Evaluation Methods

Table 3: Manually annotated labels for problem state-
ment clusters extracted from all papers, highlighting the
prevalent challenges in text summarization.

4.2 Corpus Statistics
Table 2 shows the distribution of papers across
venues, with EMNLP and ACL emerging as the
top venues for summarization research. Among
the 514 papers, we observed the following distri-
bution of paper types: 353 dealt with methods,
79 with analysis (including meta-evaluation and
quality/model analysis), 73 were corpus-related,
61 focused on metrics and one on theory. The
majority of the proposed models were trained us-
ing supervised learning (73%), compared to unsu-
pervised (17%) and reinforcement learning (10%).
The different paper types were not mutually exclu-
sive, so there were cases where a paper proposed a
new dataset and applied methods to it at the same
time. In terms of automatic evaluation, the ROUGE
metric was used in 71.6% of papers, highlighting
its widespread use for evaluating the quality of gen-
erated summaries in the field of single-document
summarization of English texts. Only 39.5% of the
papers included some form of manual evaluation.
In terms of reproducibility, we found that 58% of
the papers published their code, indicating a slow
but growing trend of code availability in this area
compared to previous years.

5 Indicative Summaries of Papers

In contrast to informative summaries that aim to re-
place the entire paper, our tool provides indicative
summaries that help users quickly decide if a paper
is relevant to their information need. Our indicative
summaries are unique in that they encompass an
abstractive summary of the paper as well as mul-
tiple facets such as datasets, domains, evaluation
metrics alongside other information.

5.1 Beyond Abstract as a Summary
Traditionally, the paper abstract serves the purpose
of an informative summary (Luhn, 1958) or an
ultra-short abstractive summary (Cachola et al.,
2020) that outlines the major contributions. Yet,
when dealing with a large collection of documents,
these summaries fall short, as they do not enable
fine-grained retrieval of relevant papers. Moreover,
studies have shown that abstracts can introduce bias
and may not offer a comprehensive representation
of the paper’s contents (Elkiss et al., 2008).

In contrast to informative summaries, which
essentially substitute the source, indicative sum-
maries serve as a roadmap for the contents of the
source document (Mani, 2001). They aid readers in
deciding whether they want to explore the source
document in greater detail. Particularly in the con-
text of literature reviews, indicative summaries pro-
vide an exploratory overview of papers, allowing
researchers to quickly navigate and comprehend
their contributions. TL;DR PROGRESS introduces
a novel indicative summary that integrates manu-
ally annotated facets with automatically extracted
contextual information. Motivated by the signifi-
cance of considering contextual factors in summa-
rization (Jones et al., 1999), we extract information
related to: (1) the purpose of the generated sum-
maries, (2) the target audience for the summaries,
(3) the downstream application of the generated
summaries, and (4) the problems and correspond-
ing solutions presented in the paper. Figure 2 (Ap-
pendix) exemplifies an indicative summary gener-
ated by our tool. This summary distinctly outlines
all the pertinent information that a reader would
need to determine whether they wish to delve into
the paper in more detail.

5.2 Contextual Information Extraction
We demonstrate the utilization of LLMs for the
task of indicative summarization by extracting the
contextual information described above through
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Context Factors Prompt (GPT3.5)

You are a helpful assistant that can read and analyze scientific
papers. You are given the following paper: {Introduction}
Answer the following three questions: (1) Why are the authors
generating the summaries of the documents? (2) Who are they
for? (3) How will they be used? You must not include the pro-
posed approach by the authors for generating the summaries.
You will output a list of the question-answer pairs where each
question is prefixed by the token QUESTION: and each an-
swer is prefixed by the ANSWER: token. Each pair is sepa-
rated by two lines.

Problems and Solutions Prompt (GPT3.5)

You are a helpful assistant that can read and analyze scientific
papers. You are given the following paper: {Introduction}
Can you give me a list of the main problems tackled by the au-
thors and their proposed solutions? In this list, each problem
is described followed by a solution proposed by the authors.
Each problem starts with the token PROBLEM and each solu-
tion starts with the token SOLUTION.
Here is the list:

Table 4: Prompts for extracting contextual information
from the introduction of a paper. This information is
used to compose indicative summaries of papers. The
specific instructions for controlling output format may
not be required with newer models.

generative question-answering. To extract this in-
formation, we input the introduction section of the
paper into the prompt. We devised two prompts
corresponding to the context factors and problems
and solutions (see Table 4). Each prompt poses spe-
cific questions related to the context, necessitating
the generation of answers in a specific format using
the relevant content from the paper. We employed
GPT-3.5 for our experiments.4

We conducted additional analysis of this con-
textual information to identify the frequently ad-
dressed challenges in text summarization. In par-
ticular, we employed a soft clustering approach
(HDBSCAN (Campello et al., 2013)) on the set
of problem statements.5 This process yielded 9
clusters, which we manually labeled with their re-
spective challenges, as illustrated in Table 3.

6 Automatic Terminology Acquisition

Scientific terminology plays a vital role in research,
requiring researchers to recall papers related to
specific concepts or acronyms representing mod-
els/metrics. Moreover, previously defined terminol-
ogy might be directly referenced in subsequent pa-
pers without detailed explanation (Ball et al., 2002)
4https://platform.openai.com/docs/models/gpt-3-5
5We clustered the contextual embeddings (Reimers and
Gurevych, 2019) combined with dimensionality reduction
using UMAP (McInnes and Healy, 2018).

Glossary Prompt (GPT3.5)

You are a scientist who can read and summarize scientific
papers. You are given the following paper: {Introduction}.
Your task is to extract a list of key concepts along with correct
definitions like a glossary of the paper. Follow the format
[Concept: Definition].

Acronyms Prompt (GPT3.5)

You are a scientist who can read and summarize scientific
papers. You are given the following paper: {Introduction}.
Your task is to extract a list of acronyms that the authors use
along with correct expansions from the paper.
For example (1) EDU: Elementary Discourse Unit, (2) SEHY:
Simple Yet Effective Hybrid Model, (3) PLM: Pretrained Lan-
guage Model. Exclude acronyms for which no expansion is ex-
plicitly provided by the authors. Follow the format [Acronym:
Expansion].

Table 5: Prompts for automatic terminology acquisition
from the introduction of a paper. We extract glossary
as well as acronym-expansion pairs. For the latter, we
provide examples of the expected output format.

or even inaccurately paraphrased, compelling re-
searchers to trace back through multiple papers to
find the original definitions. The task of automatic
terminology acquisition (Judea et al., 2014) aims to
tackle this issue by extracting various concepts de-
fined in a paper along with their definitions. In our
exploration of this task, we opted for LLMs instead
of supervised methods that necessitate labeled data.

We utilized prompt engineering, leveraging GPT-
3.5, with the introduction section of the paper as
input for automatic terminology acquisition. We
formulated two prompts specifically for extract-
ing glossary definitions and acronym-expansion
pairs. Examples of extracted glossary terms and
acronym-expansion pairs are provided in Table 6.
The prompts are shown in Table 5.

7 Dashboard and Figure Browser

TL;DR PROGRESS includes an interactive dash-
board that provides real-time visualizations of key
statistics gathered from the annotated documents.
The dashboard displays: (1) the number of pa-
pers annotated per year, (2) the distribution of pub-
licly released code and resources per year, (3) the
popular datasets and document domains for train-
ing/evaluation, (4) the commonly emphasized qual-
ity criteria of summary (5) the dominant compo-
nents targeted from the annotation scheme, and
(6) the distribution of addressed challenges.

This extensive dashboard delivers a quantitative
overview of the text summarization landscape, in
line with the detailed facets and additional metadata
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in our annotation scheme. Key findings from the
dashboard include:

1. Authors consistently practice releasing code
for reproducibility and adoption.

2. News (54.2%) and scholarly documents
(13.3%) dominate as the most studied do-
mains, calling for more diverse investigations.

3. The top three evaluated dimensions for sum-
mary quality are informativeness (17%), flu-
ency (10%), and coherence (8.1%).

4. The majority of papers propose new objective
functions and input encoding approaches.

5. Predominant challenges include controlled
summarization, comprehensive evaluation, in-
sufficient datasets, and risks of hallucinations.

The tool also incorporates a dedicated figure
browser (Appendix, Figure 3) hosting 1524 figures
and tables (with captions) linked to their sources.
This resource streamlines navigation and serves as
a handy reference for researchers exploring stan-
dard illustrations depicting model architectures or
layouts for presenting evaluation results.6

8 Evaluation

We conducted an empirical evaluation of the tool’s
efficacy in supporting systematic literature reviews
for text summarization. The study involved pre-
senting targeted inquiries relevant to beginners in
the field and instructing participants to leverage
both TL;DR PROGRESS and Semantic Scholar for
retrieving relevant papers. Additionally, we system-
atically gathered feedback on the tool’s usability
and utility for understanding the effectiveness of
its features.

8.1 Purpose-driven User Study
We conducted a study with five participants (3
PhDs, 2 PostDocs) specializing in natural language
processing or information retrieval, but unfamiliar
with text summarization research. Their task was to
find up to five relevant papers for each of the ten re-
search questions, covering various aspects of sum-
marization research using both TL;DR PROGRESS

and Semantic Scholar.7 The following research
questions were crafted in reference to the New-
Summ Workshop’s Call for Papers.8

6We used PDFFigures 2.0 (Clark and Divvala, 2016).
7https://www.semanticscholar.org/
8https://newsumm.github.io/2023/

Term Definition / Expansion

Glossary

Co-Decoding An algorithm that takes two review sets as in-
put to compare and contrast the token proba-
bility distributions of the models to generate
more distinctive summaries (Iso et al., 2021).

Concept-
Pruning

An approach to reduce the number of concepts
in a model to find optimal solutions efficiently
(Boudin et al., 2015).

Drop-Prompt
Mechanism

An approach to drop out hallucinated entities
from a predicted content plan and to prompt
the decoder with the modified plan to generate
faithful summaries (Narayan et al., 2021).

Facet Bias
Problem

The problem of centrality-based models tend-
ing to select sentences from one facet of a doc-
ument, rather than important sentences from
different facets (Liang et al., 2021).

Indegree
Centrality

A measure of centrality that assumes a word
receiving more relevance score from others is
more likely to be important (Xu et al., 2020).

Acronyms

ADAQSUM Adapter-based query-focused abstractive sum-
marization (Brazinskas et al., 2022).

COLO Contrastive learning based re-ranking frame-
work for one-stage summarization (An et al.,
2022).

PLATE Pseudo-labeling with larger attention tempera-
ture (Zhang et al., 2022).

ASGARD Abstractive summarization with graph-aug-
mentation and semantic-driven reward (Huang
et al., 2020b).

ASAS Answer selection and abstractive summariza-
tion (Deng et al., 2020).

Table 6: Examples of automatically extracted glossary
and acronym–expansion pairs from the papers.

1. How do neural text summarization models
address hallucination challenges in abstractive
summarization?

2. What are the efficient encoding strategies for
handling long documents in neural text sum-
marization?

3. How do neural text summarization models
control/tailor the generated summaries to user
preferences/aspects/facets?

4. How can pretrained language models be lever-
aged for improving text summarization?

5. How can additional sources of external knowl-
edge be integrated into the text summarization
pipeline?

6. What are the annotation strategies for evaluat-
ing hallucination, faithfulness, and factuality
in summarization?
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7. List at least five corpora that can be used to
train scientific document summarization mod-
els?

8. List at least five diverse text domains studied
in text summarization?

9. What reward functions are proposed to im-
prove summarization via reinforcement learn-
ing?

10. What are the various summary quality criteria
evaluated via human assessment?

The participants were instructed to evaluate pa-
per relevance using the summaries from the tools,
rating them on a scale from 1 (least relevant) to
5 (most relevant). Alongside this, they were re-
quested to share feedback on the usability, the util-
ity of certain features of TL;DR PROGRESS, and
its strengths and limitations. This evaluation pro-
vides both a comparative analysis and a qualitative
understanding of the tool’s practicality.

8.2 Results
Our tool effectively narrowed down the large collec-
tion of papers to a set of relevant results. The multi-
faceted search, in particular, facilitated quick paper
filtering without keyword use. Three out of five
participants favored our tool for literature review.
However, Semantic Scholar offers a more “familiar”
search experience and more recent results, albeit
requiring extra effort for relevance filtering. Both
tools received a score of 4 for the relevance of re-
sults. Users also rated the usefulness of features on
a scale of 1 (least useful) to 5 (most useful). The ad-
vanced search (combining facets) was highly useful
(mean score of 4.5), allowing users to easily adapt
searches to the research question at hand. This
underscores the utility of our annotation scheme
(Table 1). Indicative summaries and the list of chal-
lenges were sufficiently useful (mean score of 3.6)
for quickly skimming paper contents and finding
papers addressing specific problems, respectively.
Results are visualized in the Appendix, Figure 4.

8.3 Feedback
Users found the tool intuitive and easy to use, ap-
preciating the multi-faceted search and indicative
summaries. The dashboard was viewed as a use-
ful resource for obtaining a quantitative overview
of the text summarization field. Users offered con-
structive feedback, suggesting incorporating a more

sophisticated search mechanism and integrating it
with facet-based filtering. They pointed out that
searching only by conceptual components was in-
sufficient, as the resulting set of papers was still
large and required further filtering. These insights
will be considered for future improvements to the
tool.

9 Conclusion

In summary, TL;DR PROGRESS offers an inter-
active platform for nuanced exploration of over
500 neural text summarization papers from top
venues. Utilizing a tailored annotation scheme,
the tool guides users through multifaceted retrieval,
provides insightful indicative summaries, outlines
challenges, and presents a quantitative overview,
easing the entry for newcomers into the field.

Limitations

The tool leverages LLMs for automated summa-
rization, extracting contextual factors like summary
purpose, issues, solutions, and scientific terminol-
ogy from papers. While we conducted a random
accuracy check, a comprehensive assessment of
hallucinations or faithfulness in the extracted in-
formation was not performed. We anticipate that
with more advanced models, such as GPT-4, we
can enhance the assurance of quality and structure
the extracted content more effectively. Currently
confined to summarization, the tool’s annotation
scheme can be readily extended to other domains,
bootstrapped by experts accordingly. However, ex-
isting facets like datasets, domains, metrics, qual-
itative evaluation, and learning paradigms can be
directly annotated for new domains. Additionally,
a forthcoming feature is the tool’s capability to in-
corporate new papers, automating the annotation
process—a feature we plan to implement in future
updates to the tool.
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203

http://arxiv.org/abs/1802.03426
http://arxiv.org/abs/1802.03426
http://arxiv.org/abs/1802.03426
https://doi.org/10.1162/TACL_A_00438
https://doi.org/10.1162/TACL_A_00438
https://doi.org/10.18653/v1/D19-1410
https://doi.org/10.18653/v1/D19-1410
https://doi.org/10.18653/v1/d15-1044
https://doi.org/10.18653/v1/d15-1044
https://doi.org/10.18653/V1/2023.ACL-DEMO.2
https://doi.org/10.18653/V1/2023.ACL-DEMO.2
http://papers.nips.cc/paper/5346-sequence-to-sequence-learning-with-neural-networks
http://papers.nips.cc/paper/7181-attention-is-all-you-need
http://papers.nips.cc/paper/7181-attention-is-all-you-need
https://doi.org/10.18653/V1/2020.ACL-MAIN.125
https://doi.org/10.18653/V1/2020.ACL-MAIN.125
https://doi.org/10.18653/V1/2020.ACL-MAIN.125
https://doi.org/10.18653/V1/2022.ACL-LONG.11
https://doi.org/10.18653/V1/2022.ACL-LONG.11


Figure 2: Indicative summary of a paper containing (1) an abstractive summary of the introduction, (2) manually an-
notated metadata attributes (details), (3) purpose of the summary encompassing the target audience, the downstream
use, and the purpose, (4) claims and contributions of the paper.
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Figure 3: An overview of the figure browser which contains all the tables and figures pulled from the papers,
accompanied by their captions.
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(a) Retrieval effectiveness of TL;DR PROGRESS.

(b) Retrieval effectiveness of Semantic Scholar.

(c) Preference of TL;DR PROGRESS over Semantic Scholar
for literature review.

(d) Usefulness of features in TL;DR PROGRESS. Advanced
search which allows for combining multiple facets for filtering
papers is the most useful feature, followed by the enumerated
list of challenges.

Figure 4: Evaluation results of the effectiveness and
usefulness of TL;DR PROGRESS compared to Semantic
Scholar.
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Abstract

The abundance of news sources and the urgent
demand for reliable information have led to se-
rious concerns about the threat of misleading in-
formation. In this paper, we present FRAPPE, a
Framing, Persuasion, and Propaganda Explorer
system. FRAPPE goes beyond conventional
news analysis of articles and unveils the intri-
cate linguistic techniques used to shape read-
ers’ opinions and emotions. Our system allows
users not only to analyze individual articles
for their genre, framings, and use of persua-
sion techniques, but also to draw comparisons
between the strategies of persuasion and fram-
ing adopted by a diverse pool of news outlets
and countries across multiple languages for dif-
ferent topics, thus providing a comprehensive
understanding of how information is presented
and manipulated. FRAPPE1 is publicly acces-
sible at https://frappe.streamlit.
app/ and a video explaining our system
is available at https://www.youtube.
com/watch?v=3RlTfSVnZmk

1 Introduction

As the digital age ushers in an era of unparalleled
connectivity and information dissemination, the
transition towards online news media has brought
several changes in the way the news is produced,
consumed, and distributed. Although online news
offers advantages such as increased accessibility
and reduced cost of publishing, it has also brought
several challenges such as the potential reinforce-
ment of biases and propaganda. Consequently, ana-
lyzing news articles and offering an in-depth under-
standing beyond surface-level text has become piv-
otal for addressing these challenges. To get a global
picture, there is also a need to analyze and to com-
pare entire news media as well as the news land-
scape in different countries around a given topic.

*Equal contribution.
1This work was done during a summer internship at the

NLP department, MBZUAI.

A number of manual fact-checking initiatives
have been launched. For example, Media Bias/Fact
Check2 and NewsGuard3 offer assessments of the
biases and the factuality of reporting of entire news
outlets. There have also been a number of initia-
tives for fact-checking individual claims such as
FactCheck,4 PolitiFact,5 and Snopes,6 among many
others. However, they all require tedious manual
work by human fact-checkers, which does not scale
and cannot cope with the volume of disinformation
online. Thus, automation has been proposed as a
possible alternative. Recently, it has been further
realized that it is important to focus not only on
factuality, but also on the way the message is con-
veyed, e.g., using subjectivity/humor, framing, and
persuasion techniques.

As a parallel research line, a variety of research
systems have been developed for the purpose of
news analysis across several dimensions. For ex-
ample, the Prta system (Da San Martino et al.,
2020) allows users to explore the use of 18 pro-
paganda techniques in news articles. Another tool,
NewsLens (Laban and Hearst, 2017), focuses on
constructing cohesive narrative threads that span
several years and articles from approximately 20
news sources. Yet another system, Tanbih (Zhang
et al., 2019), offers a profiling mechanism that cov-
ers a substantial yet confined collection of a few
thousand media sources, which it profiles for fac-
tuality and bias of reporting. We can also mention
NewsScan (Kevin et al., 2018), which is a plugin to
profile news articles on the basis of specific labels
providing information about the lexical properties
(ease of reading), as well as some intrinsic proper-
ties (sentiment score, political bias), referred to as
nutrition labels.

2https://mediabiasfactcheck.com/
3https://www.newsguardtech.com/
4https://www.factcheck.org/
5https://www.politifact.com/
6https://www.snopes.com/
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However, there is a lack of publicly accessible
tools with the capability not only to analyze arti-
cles, but also to systematically explore and to draw
comparisons between the strategies of persuasion
and framing adopted by a diverse pool of news
outlets and countries across many languages for a
specific topic. With the aim to bridge this gap, we
developed FRAPPE (FRAming, Persuasion, and
Propaganda Explorer), an online news analysis plat-
form that operates in a multilingual setup and pro-
vides two main functionalities: on-the-fly analysis
for individual articles, and a user-friendly, interac-
tive, and insightful Web interface for analyzing a
database of 2M+ articles from 8k+ different media
sources around the globe, in a variety of languages,
covering two main topics: (i) the Russia–Ukraine
conflict and (ii) climate change. This enables users
to gather insights about framing, persuasion, and
propaganda at an aggregate level, by news outlet
and by country, and also to compare different news
outlets and different countries.

2 Data and Models

2.1 Data

Our models were trained on a multilingual multi-
faceted dataset of news articles from SemEval-
2023 task 3 on “Detecting the Genre, the Framing,
and the Persuasion Techniques in Online News in a
Multi-Lingual Setup” (Piskorski et al., 2023b). The
dataset consists of 1,612 articles covering news on
current topics of public interest in six European
languages (English, French, German, Italian, Pol-
ish, and Russian), with more than 37k annotated
spans. Each news article was annotated for genre,
framings, and persuasion techniques.

2.2 Model

Our system has trained on models for the three
subtasks of SemEval-2023 task 3, which we briefly
describe below.

2.2.1 Genre
For genre classification, our objective is to define
the intended nature of an article, distinguishing
between opinion pieces, objective news reporting,
and satire. This categorization follows a multi-class
annotation scheme applied at the article level.

We used an advanced transformer-based pre-
trained multilingual language model, XLM-
RoBERTa (Conneau et al., 2020), and in particular
its base-sized model, which has 279M parameters.

Figure 1: The architecture of our system for fram-
ing and propaganda. Each input generates two views
of representations using dropout. The representations
generated by the same text are positive pairs. The con-
trastive loss and the binary cross entropy loss are cal-
culated separately by two heads and the classification
result is calculated after applying a threshold.

This model has excellent transfer learning capa-
bilities. To tailor it specifically to our genre classi-
fication task, we fine-tuned the model’s last layer
by adding a fully connected linear layer with three
units (representing the three classes) and applying
a softmax activation function.

The training dataset exhibits class imbalance,
wherein the presence of satire articles is signifi-
cantly limited in comparison to the abundance of
opinion ones. Consequently, this introduced bias
in the model’s performance. To mitigate this issue,
we used a focal loss function (Mukhoti et al., 2020),
a specialized variant of the standard cross-entropy
loss, which assigns higher weights to misclassi-
fied minority class examples, thereby emphasizing
their significance during training and improving
the model’s ability to handle class imbalance.

Table 1 shows the performance of our model on
the test sets for the six languages, with compari-
son against the baselines and the best systems at
SemEval-2023 task 3 subtask A.

Language Baseline Our Sys Best Sys

English 0.288 0.533 0.784
French 0.568 0.686 0.835
German 0.630 0.726 0.819
Italian 0.389 0.621 0.768
Polish 0.490 0.682 0.785
Russian 0.398 0.641 0.755

Table 1: Genre analysis: Performance (macro-F1
score) of our system compared to the baselines and
to the best systems for the six languages on the test data
of SemEval-2023 task 3 subtask A.
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Language Baseline Our Sys Best Sys

English 0.349 0.562 0.578
French 0.328 0.552 0.552
German 0.487 0.711 0.711
Italian 0.485 0.617 0.617
Polish 0.593 0.673 0.673
Russian 0.229 0.449 0.449

Table 2: Framing analysis: Performance (macro-F1
score) of our system compared to the baselines and to
the best systems for the six languages on the test data of
SemEval-2023 task 3 subtask B.

2.2.2 Framing

For news framing, we trained our models on the
data from SemEval-2023 task 3 subtask B (Pisko-
rski et al., 2023a). This is a challenging task and
it is more nuanced than mere topic classification
(Card et al., 2015), e.g., while the topic of a news
article may be COVID-19, the framing could be
from an economic, political, or/and health perspec-
tive(s). The task can be formulated as a multilabel
text classification problem with fourteen possible
labels: Economic; Capacity and Resources; Moral-
ity; Fairness and Equality; Legality, Constitution-
ality, and Jurisprudence; Policy Prescription and
Evaluation; Crime and Punishment; Security and
Defense; Health and Safety; Quality of Life; Cul-
tural Identity; Public Opinion; Political; External
Regulation and Reputation. The performance of
our model on the test data is shown in Table 2.

Our model’s architecture (Liao et al., 2023) is
illustrated in Figure 1, featuring two heads: one for
contrastive loss and another one for binary entropy
loss. During training, the focus is on optimizing
the contrastive loss, which is achieved by creating
two positive examples from each training example
using dropout. Despite the dropout module altering
the embeddings of the same training sample, they
are still considered positive examples, and their
distances are brought closer together. In the con-
text of being a multi-label classification model, any
other examples within the same batch are deemed
positive only if they have exactly the same target
classes. Otherwise, they are treated as negative
examples, and the distance between them is pushed
apart. Moreover, the loss of the negative examples
is weighted, with higher weights assigned to ex-
amples containing more diverse classes. Finally,
we transform the multi-label classification task into
14 binary classification ones: one for each frame
label.

Language Baseline Our Sys Best Sys

English 0.195 0.329 0.375
French 0.240 0.436 0.468
German 0.316 0.529 0.529
Italian 0.397 0.548 0.550
Polish 0.179 0.406 0.430
Russian 0.207 0.395 0.395

Table 3: Propaganda analysis: Performance (macro-F1
score) for our system compared to the baselines and the
best systems for the six languages on the test data of
SemEval-2023 task 3 subtask C.

As a result, for each input, there are multiple log-
its corresponding to each target class. The classifi-
cation decision is made by predicting that a given
example belongs to a target class if the value of the
corresponding logit exceeds a specific threshold.

2.2.3 Propaganda

In our propaganda model training, we used data
from SemEval-2023 task 3 subtask C and the same
model as before. The setup is comparable to the
second subtask, with the distinction that the pre-
dictions are made for each sentence of the arti-
cle, rather than for the entire article as a whole.
Thus, the model generates predictions at the sen-
tence level. After obtaining predictions for each
individual sentence of the article, we combined
these predictions to form the final multi-label pre-
diction. This allows us to make comprehensive
predictions that take into account the information
from each sentence within the article, leading to
a more nuanced and context-aware classification
of propaganda elements in the text. There are 23
persuasion techniques in total: appeal to authority;
appeal to popularity; appeal to values; appeal to
fear/prejudices; flag waving; causal oversimplifi-
cation; false dilemma or no choice; consequen-
tial oversimplification; straw man; red herring;
whataboutism; slogans; appeal to time; conversa-
tion killer; loaded language; repetition; exagger-
ation or minimisation’ obfuscation - vagueness or
confusion; name calling or labeling; doubt; guilt
by association; appeal to hypocrisy; and ques-
tioning the reputation. These 23 techniques are
grouped into 6 coarse-grained categories: Attack
on Reputation, Justification, Simplification, Dis-
traction, Calls, Manipulative Wording. The perfor-
mance of our model on the test data is shown in
Table 3.
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3 System Architecture

FRAPPE is a comprehensive system with two sub-
systems. The first one enables users to analyze
differences in framings and propaganda techniques
across countries and media sources. The second
one allows users to explore the genre, the framings,
and the propaganda techniques used in an individ-
ual custom article, which can be analyzed on the fly.
We implemented both subsystems using Streamlit,
a free and open-source framework for building and
sharing machine learning and data science Web
applications.

News Media Explorer We applied our custom-
developed models, focusing on framing and persua-
sion techniques, to a dataset of 2,281,254 articles
about the Russia-Ukraine conflict, sourced from
8,318 media outlets across 196 countries. These ar-
ticles were processed and indexed on our platform,
utilizing the models converted to ONNX format
and deployed on NVIDIA Triton for enhanced in-
ference speed, powered by two NVIDIA RTX 4090
GPUs. The aggregated results can be explored us-
ing the demo, enabling users to conduct customized
analysis based on their preferences.

Custom Article Analyzer Inference is done us-
ing the models uploaded on the server, and the user
is prompted to enter either a news article’s URL or
the text of an article. In the former case, we use
Trafilatura, a Python package and command-line
tool, to gather and to extract the article text from
the URL (Barbaresi, 2021). After the predictions
are done, the genre of the article is displayed, as
well as the distribution of the framings and the
propaganda techniques it uses.

4 Interface

Our system interface is designed with user friend-
liness and accessibility in mind, and it offers an
immersive journey into the analysis of the two col-
lections of articles we currently have loaded. The
interface is divided into two engaging subsections.
The News Media Explorer allows the user to ex-
plore the analysis of a collection of articles conve-
niently aggregated both by their source and country
of origin, while the Custom Article Analysis offers
real-time processing capability for an individual
article.

4.1 The News Media Explorer
Setting sail on this analytical journey, users are wel-
comed by five interactive pages. Each page offers
a unique perspective visualizing the following:

1. Framings and persuasion techniques for coun-
tries;

2. Framings for countries and sources;

3. Persuasion techniques for countries and
sources;

4. Coarse-grained persuasion techniques for
countries and sources;

5. Rhetorical propaganda techniques (ethos,
pathos, logos) for countries and sources.

The user can choose a country from a list of 186
countries, which are shown sorted by total num-
ber of articles. From here, she is guided through
a series of visualizations, each revealing detailed
insights into the distribution of framings and per-
suasion techniques across countries and sources.

Figures 2 and 3 are the first landmarks on this
journey, visualizing the distribution of framings by
country and by source, respectively. The y-axis
lists the countries/sources in descending order of
articles, while the x-axis gives the percentage of
each framing in each country/source. The legend, a
colorful tapestry of framings, aids in understanding
the chart.

Figure 2: Visualization of framings by country.

Figure 3: Visualization of framings by source.
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The percentage of framings in each coun-
try/source (F ) is calculated using the following
formula:

F =
fs,c
fT,c

× 100 (1)

where fs,c is the frequency of a specific framing
within all the articles in a given country/source,
and fT,c is the total number of articles for that
country/source.

Next, Figures 4 and 5 unfold the story of persua-
sion techniques by country and source, respectively.
Note that we detect the persuasion techniques at
the sentence level, considering multiple instances
within a single article. Thus, the percentage of
each persuasion technique (P ) in each country is
calculated as follows:

P =
Ft,c

FT,c
× 100 (2)

where Ft,c is the frequency of a specific persuasion
technique in all articles for a given country/news
source, and FT,c is the total frequency of all per-
suasion techniques in all articles from that coun-
try/source in our collection.

Figure 4: Visualization of persuasion techniques by
country.

Figure 5: Visualization of persuasion techniques by
news medium.

As the journey progresses, a graph displaying
the number of articles over time for each coun-
try/source emerges, as shown in Figure 6, shedding
light on the evolution of media trends.

The final stop within this subsection is an in-
teractive pie chart that presents a global view of
all framings in all the selected countries and their
respective continents, as shown in Figure 7. This
interactive feature invites users to click on parts
of the pie chart to collapse or to expand sections,
offering an exploratory experience.

Figure 6: Visualization of the number of articles over
time by country and by media source.

Figure 7: Pie chart of framings by country and conti-
nent.

The user can choose to explore the persuasion
techniques at two coursers level (as opposed to
the original 23 fine-grained techniques) by media
and by country. Figure 8 shows the distribution of
coarse-grained persuasion techniques across coun-
tries, allowing for a higher-level understanding of
the prominent persuasion styles used. Figure 9
presents the use of rhetorical techniques such as
ethos, pathos, and logos by country, highlighting
the variations in strategy and deepening our com-
prehension of the media persuasion dynamics.

211



Figure 8: Visualization of coarse-grained persuasion
techniques by country.

Figure 9: Visualization of rhetorical persuasion tech-
niques by country.

4.2 Custom Article Analysis
The second part of the system, Custom Article
Analysis, allows users to delve into a single ar-
ticle of their choice. Users can input their custom
article either by entering its URL or by pasting
its text into a text box. Upon submission, the sys-
tem presents three enlightening visualizations, as
shown in Figures 10, 11, and 12:

Figure 10: Classification of a custom article as reporting,
opinion, or satire.

1. A pie chart unveiling the article’s classifica-
tion as satire, reporting, or opinion. This of-
fers clarity about the article’s genre, as shown
in Figure 10.

Figure 11: Framings graph for a custom article.

2. A bar chart revealing the framings in the ar-
ticle, offering a deeper understanding of the
article’s perspectives, as shown in Figure 11.

Figure 12: Persuasion techniques for a custom article.

3. A visualization of the persuasion techniques
in the article, offering granular insight into the
article’s rhetoric. This tool is a valuable asset
for anyone studying or practicing journalism,
as shown in Figure 12.

5 Conclusion and Future Work

We presented FRAPPE, a system for analysis of
the news in terms of framing, persuasion, and pro-
paganda techniques, which can be used to tackle
the challenge of misleading information in news
articles and news outlets. It provides a deep under-
standing of news articles, allowing users to gain
insights into genre, framing, and propaganda tech-
niques, and to perform comparison of media and
countries.

In future work, we aim to gather more data, to
extend the analysis to other globally discussed top-
ics, and to update our visualizations with more
in-depth analysis that goes down to the individual
article level. We further plan to create a database
that will automatically save every article that was
analyzed on the fly (in a separate collection). Fi-
nally, we aim to improve our models’ accuracy, and
to add additional models and analysis.
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6 Limitations

We acknowledge certain limitations that we plan
to address in future work. First, we need to ex-
pand the training data to cover more languages as
part of training, in order to improve our models’
accuracy when analyzing articles written in these
languages (even though, thanks to the multilingual
XLM-RoBERTa, we already cover 100 languages).
Second, our system does not cover all aspects of
analysis that an article can undergo; it currently
only unveils genre, framings, and persuasion tech-
niques. Finally, our database is currently limited to
our 2M+ articles, and does not automatically reflect
future events. We plan continuous data addition
covering more topics and languages.

7 Ethics and Broader Impact

One of the foremost ethical considerations is ensur-
ing the transparency and the unbiased analysis in
FRAPPE. Users should be aware that our models
use neural networks, and as such, they lack explain-
ability. Another warning is that, despite our intent,
due to article selection biases, FRAPPE might be
favoring some political or social standpoints.

Finally, FRAPPE has the potential to influence
the way news articles are perceived and consumed,
and journalists may become more aware of the lan-
guage they use and its potential impact on readers.
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Abstract

The recent development and success of Large
Language Models (LLMs) necessitate an evalu-
ation of their performance across diverse NLP
tasks in different languages. Although several
frameworks have been developed and made
publicly available, their customization capa-
bilities for specific tasks and datasets are of-
ten complex for different users. In this study,
we introduce the LLMeBench1 framework,
which can be seamlessly customized to eval-
uate LLMs for any NLP task, regardless of
language. The framework features generic
dataset loaders, several model providers, and
pre-implements most standard evaluation met-
rics. It supports in-context learning with zero-
and few-shot settings. A specific dataset and
task can be evaluated for a given LLM in less
than 20 lines of code while allowing full flex-
ibility to extend the framework for custom
datasets, models, or tasks. The framework has
been tested on 31 unique NLP tasks using 53
publicly available datasets within 90 experi-
mental setups, involving approximately 296K
data points. We open-sourced LLMeBench for
the community2 and a video demonstrating the
framework is available online.3

1 Introduction

The rapid advancement of sophisticated large lan-
guage models (LLMs), supported by in-context
learning (ICL) (Dong et al., 2023), has gained un-
precedented popularity among both the research
and development communities. The emergence
of such large models facilitated diverse applica-
tions such as solving mathematical reasoning prob-
lems (Wei et al., 2022). Given their success, a

* The contribution was made while the author was at the
Qatar Computing Research Institute.

1LLM effectiveness Benchmarking. Can be pronounced
as “lemme bench”.

2https://github.com/qcri/LLMeBench/
3https://youtu.be/9cC2m_abk3A
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Figure 1: The architecture of the LLMeBench frame-
work. The dotted boxes represent the core implemented
modules of the architecture. Customization for new
tasks, datasets, and models can be done on Dataset,
Model Provider, Evaluation, and Asset modules.

systematic evaluation and comparison against state-
of-the-art is important to accurately gauge the po-
tential of LLMs. A comprehensive evaluation
allows understanding of the strengths and weak-
nesses of these models; guides us towards better
human-LLMs interactions through prompting; and
facilitates their broader applicability in different
scenarios, especially in domains where safety and
security are paramount concerns (e.g., healthcare,
financial institutes) (Chang et al., 2023; Zhao et al.,
2023; Zhu et al., 2023).

Numerous initiatives were launched to compre-
hensively assess the performance of LLMs on stan-
dard NLP tasks. The HELM project (Liang et al.,
2022) conducted a thorough evaluation of LLMs
for English, spanning various metrics and scenar-
ios. Additionally, the BIG-Bench initiative (Srivas-
tava et al., 2023) introduced an extensive evalua-
tion of 214 tasks, even encompassing languages
with limited resources. Notably, evaluations have
been carried out on models like GPT2.5 (Rad-
ford et al., 2019), ChatGPT (OpenAI, 2023), and
BLOOM (Scao et al., 2022) within multitask, mul-
tilingual, and multimodal settings. These evalua-
tions were further extended to low-resource lan-
guages (Bang et al., 2023; Ahuja et al., 2023;
Hendy et al., 2023; Khondaker et al., 2023).
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Evaluating LLMs across diverse tasks often en-
tails challenges related to costs, effort, and time
due to complexities like handling API calls, task
integration, dataset inclusion, evaluation measures,
and potentially hosting datasets on public platforms
(e.g., Hugging Face (HF)). To overcome these limi-
tations, in this study, we introduce “LLMeBench”,
which facilitates a comprehensive evaluation of
these LLMs through a seamless and flexible imple-
mentation. The proposed framework, as depicted in
Figure 1, empowers users to assess various LLMs
while simplifying the integration of custom tasks,
datasets, and evaluation metrics.

A few evaluation frameworks have emerged
to facilitate extensive benchmarking of LLMs.
Among these are OpenAI evals,4 LM Harness (Gao
et al., 2021), and OpenICL (Wu et al., 2023). Each
framework offers functionalities tailored to specific
requirements. For instance, OpenICL focuses on
few-shot learning techniques. Our contribution,
LLMeBench, stands out by emphasizing a user-
friendly, plug-and-play design, that can seamlessly
integrate into existing experimental workflows, set-
ting it apart from other alternatives. LLMeBench’s
uniqueness lies in the following features:

• Supports several generic data loaders
(e.g., HF datasets), pre-implements several
model providers (such as OpenAI and
HF inference APIs for remote execution,
and FastChat (Zheng et al., 2023) and
Petals (Borzunov et al., 2023) for local
deployments), and supports all standard tasks
and evaluations, such as classification, regres-
sion, etc. Evaluating a new task/dataset/model
can be done in as few as 20 lines.

• Allows the user to create their own data loader,
connecting to their local server, ensuring data
privacy and security.

• Provides users with the flexibility to design
diverse tasks, allowing customization of data
input/output formats and evaluation criteria.

• Supports zero- and few-shot learning
paradigms with ∼300 zero-/few-shot prompts
serving as a valuable community resource.

• Enables automatic selection of few-shot exam-
ples from a user-defined train/dev set using a
maximal marginal relevance-based approach.

• Implements an efficient caching mechanism
to prevent repeated API calls, resulting in cost
savings and resolution of time-out issues.

4https://github.com/openai/evals

class ModelBase(object):
@abstractmethod
def prompt(self, **kwargs):

''' Call to model API '''
pass

@abstractmethod
def summarize_response(self, response):

'''Extract response from model output'''
pass

Listing 1: Abstract class for implementing a new Model.

• Offers extensive logging and caching capabil-
ities, allowing iterative model outputs post-
processing.

• Provides an auto-download mechanism for
public datasets, accelerating experimentation.

• Includes 31 tasks recipes featuring different
model providers. Rigorously tested with 53
datasets associated with 12 languages.

Furthermore, LLMeBench is an open-source, user-
friendly, and adaptable comprehensive benchmark-
ing framework for LLMs. It empowers both ex-
perts and non-experts to assess conventional and
unique NLP tasks, enhancing comprehension of the
models’ capabilities and their applicability across
standard and novel tasks.

2 LLMeBench

In Figure 1, we provide the architecture of the
LLMeBench framework. To ease the burden on
users in implementing common elements across
experimental setups, which are not specific to a
task, the architecture was designed to support a
uniform format for both input and intermediate out-
puts. This was achieved by employing a pipeline
that utilizes key-value dictionaries to seamlessly
pass data. The framework incorporates four fun-
damental modules, discussed below. The process
starts with a Dataset, where each input sample Si

is routed to the Asset module. Within this module,
a prompt is created and then passed to the Model
Provider for processing. The model’s response is
then funneled back to the Asset module for post-
processing. As the processing of all input samples
and the generation of corresponding responses con-
clude, the Evaluation module takes on the task of
computing evaluation metrics. The whole process
of intercommunication is overseen by a Benchmark
Driver. Throughout these processes, the inputs,
processed data, and the intermediate outputs are
cached for re-use and quick experimentation.
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class DatasetBase(ABC):
@abstractmethod
def metadata(self):

''' Returns metadata for the dataset. '''
pass

@abstractmethod
def get_data_sample(self):

''' Returns a single dictionary, with
at least the following keys:
'input': <input-instance>
'label': <label> '''

pass
@abstractmethod
def load_data(self, data_path):

''' Returns a list of dictionaries, with
at least the following keys:
'input': <input-instance>
'label': <label> '''

pass

Listing 2: Abstract class for implementing a new
Dataset.

class TaskBase(ABC):
@abstractmethod
def evaluate(self, true_labels,

predicted_labels):
pass

Listing 3: Abstract class for implementing a new
Evaluation.

2.1 Model Provider module

A Model Provider abstracts away all model-
specific communication and aims to set the defaults
for maximum reproducibility (for instance assign
temperature value to zero by default). The frame-
work currently supports OpenAI’s API, the HF In-
ference API, as well as FastChat and Petals for
local deployments. Defining a new LLM model is
straightforward by extending the ModelBase class.
The initial process entails configuring essential pa-
rameters for the model setup, including factors like
temperature, top_p, etc. Furthermore, it requires
the implementation of two abstract methods (shown
in Listing 1): prompt – manages the invocation of
the model API based on the input prompt; and
summarize_response – extracts a summary of the
response from raw model output.

2.2 Dataset module

Similar to a Model provider, a Dataset imple-
mentation aims to abstract dataset-specific code,
such as loading, pre-processing, and formatting of
samples. The framework comes with four generic
data loaders, including Hugging Face, CSV, and
JSON datasets. A custom dataset can be easily
implemented by extending the DatasetBase class.
When defining a new dataset, the user is required

def config():
return {

'dataset':ExampleDataset,'dataset_args':{},
'task':ExampleTask,'task_args':{},
'model':OpenAIModel,'model_args':{},
'general_args':{}}

def prompt(input_sample):
''' Construct and return the prompt following

the model's corrsponding template'''
def post_process(response):

''' Apply custom post-processing on response
and return extracted model predicition'''

Listing 4: Methods to implement in the Asset module.

to implement at least three methods (depicted in
Listing 2). The first, metadata, is designed to pro-
vide comprehensive metadata such as a citation or
reference to the source of the dataset, its down-
load link, and the languages it covers. The sec-
ond function to be implemented in this module is
load_data, which should define a data loader ca-
pable of returning a list S comprising the samples
from the dataset, given the user-specified dataset
path. Lastly, get_data_sample should be defined
to return a Python dictionary representing a single
sample Si extracted from the dataset.

2.3 Evaluation module

The Evaluation module aims to compute metrics
and consolidate the results for a task. The frame-
work comes with built-in support for popular task
types such as Classification and Regression and is
easily extendible to any custom metric by inher-
iting from the TaskBase class. A custom imple-
mentation can define an evaluate function for a
task with specific evaluation code and metrics (see
Listing 3). The function is passed two lists: the
predicted labels, and true or gold labels. Its pri-
mary objective is to yield a user-defined Python
dictionary comprising key-value pairs representing
the outcomes of the evaluation (e.g., {“Accuracy”:
accuracy value}).

2.4 Benchmarking Asset module

The Asset module represents a benchmarking
experiment, utilizing all the modules defined in
LLMeBench as can be seen in code snippet List-
ing 4. Within this module, the user should pro-
vide full configuration for the experiment, which
includes specifying the Dataset, Model, and
Evaluation modules. The module also enables
passing model and dataset parameters.

The Asset module must also implement the
prompt function, which constructs the actual
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prompt to pass to the Model, based on the input
sample. For scenarios involving few-shot learning,
the Asset module is provided with k examples to
use in prompt construction. These examples are
chosen by the framework from a training dataset
specified by the user, where k is a parameter con-
trolled by the user.

Finally, the post_process function is required
to be implemented to post-process response from
the model. This step is crucial because the output
produced by the Model is tailored to the particular
model and the prompt used, leading to potential
variations across benchmarking experiments.

2.5 Interaction

Once the aforementioned modules are imple-
mented, running a benchmarking experiment
becomes a straightforward task, accomplished
through a single command that provides access
to various adjustable parameters. The package au-
tomatically identifies the Asset to run based on
wildcard search using the provided asset name. Ad-
ditionally, the package determines whether to acti-
vate the few-shot setup when the number of shots
is specified as a parameter (--n_shots <k>). Fur-
thermore, the package supports swift testing of the
benchmarking asset by executing it on a small num-
ber of n (--limit <n>) samples, which limits the
run to the first n samples from the dataset. An
example of the command is provided below.

$ python -m llmebench --filter '*AssetName*'
--n_shots k --limit n --ignore_cache
<benchmark-dir> <results-dir>

3 Features

LLMeBench features a generic framework that
serves a broad range of tasks and models in dif-
ferent learning settings (zero-/few-shot) to evaluate
model performance. It enables scalable and rigor-
ous evaluation across diverse tasks and languages
while offering simplicity of implementation and
flexibility in customization.

3.1 Modularity

The LLMeBench framework, as shown in Figure
1, follows loosely-coupled design principles, ef-
fectively separating the data loader, models, and
evaluation components. These components interact
through a Benchmark Driver, ensuring a modular
and flexible architecture.

3.2 Generality

The framework is designed to offer generality, with
effortless customization of tasks, data, and mod-
els. The framework comes with several generic
data loaders such as Hugging Face datasets. Addi-
tionally, since users have the ability to create their
own data loaders, the framework can support any
standard data format. At the time of writing this pa-
per, we have conducted tests with different formats
including TSV, CSV, JSON, and JSONL.

In terms of tasks, the framework demonstrates
the capability to handle a diverse array of token and
sequence classification tasks. Figure 2 displays the
implemented task types, with built-in support for
all standard generic tasks. Additionally, any new
custom task can be seamlessly incorporated.

The framework also accommodates various
types of models, encompassing both open and
closed models, each with its own API-based op-
tions. For closed models, users can acquire API
keys and endpoints from hosting providers. Mean-
while, open models can be hosted on in-house
infrastructure or any accessible hosting service
through APIs. We evaluated such an integration
using BLOOMZ 176B 8bit version and Jais-13b
(32 bit) (Sengupta et al., 2023), hosting it within
our in-house infrastructure using Petals (Borzunov
et al., 2023) and FastChat. Overall, the framework
offers a high level of generality and can be readily
applied and adapted to a wide range of use cases
and research scenarios.

3.3 Prompts

LLMeBench is designed to support both zero-
and few-shot learning setups. The instructions in
prompts can be written in any language of interest.

Zero-shot prompts provide natural language in-
structions describing the task and expected output.

Few-shot prompts embed a small number of
examples to the natural language instructions for
the particular task. The framework utilizes user-
defined, task-specific training set to automatically
select few-shot examples. Various strategies ex-
ist for examples selection. Among these, we have
implemented maximal marginal relevance-based
(MMR) (Carbonell and Goldstein, 1998) selec-
tion, which has demonstrated success in previous
work by Ye et al. (2023). The approach com-
putes the similarity between a test example and
the example pool (e.g., training dataset) and selects
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Figure 2: Summary and examples of the 53 datasets, 31 tasks, 4 model providers, 5 tested models and metrics
currently implemented and validated in LLMeBench.

k examples (shots) that are both relevant and di-
verse. We apply the MMR technique on top of em-
beddings obtained from the multilingual sentence-
transformers (Reimers and Gurevych, 2019). How-
ever, users also have the flexibility to utilize any
custom embedding model.

We have designed a highly efficient process to
extract embeddings and compute few-shot exam-
ples for each test sample. Specifically, it pre-selects
few-shot examples for each test sample during the
initial loading stage. This design effectively elim-
inates the need to apply and compute the MMR
score when making API calls, thus enhancing the
system’s overall efficiency.

The LLMeBench framework includes ∼300 de-
signed prompts for zero-shot and few-shot setups
that have been validated across a variety of NLP
tasks and datasets (see Section 4). This collection
serves as a strong starting point for the community
and expedite prompt engineering research.

3.4 Caching

One of the significant challenges when accessing
APIs is managing timeout issues. The necessity to
rerun experiments involving API calls not only re-
quires additional effort but also increases costs. To
address this problem, we have developed a caching
mechanism, allowing users to bypass making API
calls for samples that have already been success-
fully processed. Specifically, we save all intermedi-
ate outputs when processing a data sample, includ-
ing the generated prompt, the raw model response
and the post-processed output. On a re-run, sam-
ples that have model responses in the cache do not
actually access the API, but rather load the cached
response. Furthermore, this caching mechanism
plays a vital role in enhancing the post-processing

of the models’ output, as it can be performed re-
peatedly without having to call the API. This fea-
ture is important, given that different models yield
various types of outputs, requiring improved post-
processing to align the output accurately with the
reference label. To further counter expected time-
out and rate limitation issues with APIs, the frame-
work also applies a user-configurable wait-and-
retry mechanism. This mechanism retries API calls
in case of failure, maximizing the chance of receiv-
ing a successful response.

3.5 Dataset Auto-Download

The framework comes with support for automatic
downloading and caching of publicly available
datasets, taking care of extracting and linking them
correctly for any Asset that requires it. This allows
a new user to quickly begin experimenting with and
evaluating an existing dataset without the need to
manually acquire it first.

3.6 Task Diversity

The framework currently supports and includes a
diverse set of tasks, covering a broad spectrum that
ranges from word-level tasks to those involving
single sentences, sentence pairs, question-answer
pairs, and more. The range of tasks covers various
NLP research tracks, as can be seen in Figure 2.

3.7 Language-agnostic Framework

The LLMeBench framework is language-agnostic.
As of now, tasks for 12 languages have been incor-
porated, a number that will continuously grow as a
result of our ongoing efforts and, ideally, with the
support of the community.
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3.8 Open-source Framework

We made LLMeBench accessible to the community
by releasing it as open-source. This will also en-
able the continued growth and development of the
framework within the community.

3.9 Deploying Local Model

For deploying local models, we interface
LLMeBench with FastChat framework (Zheng
et al., 2023). The latter is an open-source project 5

for serving LLMs with a fast-growing user com-
munity. Custom chat templates of popular and new
LLMs are rapidly added to the framework. This
allows a proper use of instruct-tuned LLMs in in-
ference mode, unlike other popular benchmarking
frameworks such Eval-Harness (Gao et al., 2021),
which do not use chat templates. This can lead
to a mismatch in the expected inputs of instruc-
tion tuned models, and put at disadvantage several
LLMs, especially the ones with small sizes. Our
approach for local deployment solves this issue
by relying on FastChat. Huggingface models can
be easily deployed in three steps after installing
FastChat python package: 1) Running a model con-
troller which plays a role of interfacing between
API and model calls. 2) Running a model worker
for each loaded model which manages the model
in GPU and executes the prompts and returns to
responses to the model worker. It is possible to
load model worker with vLLM 6 enabling prompt
batching for an efficient and fast inference (Kwon
et al., 2023). 3) Running an API server which
provides a compatible interface with to OpenAI
API. The local address and port of the API are
set in LLMeBench via FASTCHAT_* environment
variables.

4 Evaluation of LLMeBench

The framework has already been used across a
variety of Arabic NLP tasks and datasets (Abde-
lali et al., 2024). This involved extensive experi-
mentation using zero- and few-shot learning with
state-of-the-art large language models, including
GPT-3.5-Turbo, GPT-4, and the 8-bit version of the
BLOOMZ 176B model. In Figure 2, we provide
a summary of the tasks, datasets, and models that
have been implemented and evaluated. Given that
our assessment of the framework was based on the
current state-of-the-art NLP tasks and datasets, we

5https://github.com/lm-sys/FastChat
6https://github.com/vllm-project/vllm/

implemented task- and dataset-specific metrics re-
ported in the literature. Overall, it has been used
to evaluate 31 NLP tasks, which were categorized
based on ACL tracks, 53 datasets, and different
model providers within 2 learning setups. All the
task recipes are available within the framework.

5 Related Work

Efforts to assess the performance of LLMs on stan-
dard NLP tasks have been underway since the
launch of ChatGPT. Notable studies, such as those
by Bubeck et al. (2023), Bang et al. (2023), Ahuja
et al. (2023), and Hendy et al. (2023), have con-
ducted large-scale experiments considering multi-
linguality, multimodality, low-resource languages,
and a wide range of datasets and tasks.

Such large-scale evaluations require off-the-
shelf and easy-to-use solutions to measure the per-
formances of LLMs for a variety of NLP-related
tasks. To evaluate OpenAI’s models, the com-
pany developed the EVALs7 package, which re-
quires the dataset to be prepared in JSON format
using a predefined template. Asai et al. (2023)
developed an evaluation framework as a part of
their cross-lingual benchmarking effort. This com-
prehensive framework includes 15 distinct tasks
set in a few-shot learning environment across 54
languages. However, this evaluation framework
was not publicly available at the time of writing
this paper. OpenICL (Wu et al., 2023) is another
framework designed specifically for zero-shot or
few-shot learning setups. It incorporates various
strategies, such as random selection, heuristic meth-
ods (including BM25 (Robertson et al., 2009),
TopK (Liu et al., 2022), and VoteK (Hongjin et al.,
2022)), and a model-based approach, to select few-
shot examples. The OpenICL framework is im-
plemented under the assumption that users will
utilize HF datasets to load and evaluate models.
A prompt is an important part that serves as a
bridge between humans and LLMs. To explore
the research in this direction Zhu et al. (2023) de-
veloped the PromptBench framework for prompt
engineering. Eleuther-AI developed LM evaluation
Harness (Gao et al., 2021), which includes the im-
plementation of 200 tasks and supports multiple
models from the HF hub.

Compared to the aforementioned frameworks
(summarized in Table 1), the LLMeBench frame-
work offers customization through custom dataset

7https://github.com/openai/evals
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Customization ICL (shot)

Eval Package Dataset Task Models Zero Few

OpenAI evals8 Fixed ✓ Any ✓ ✓
LM Harness (Gao et al., 2021) HF ✓ HF ✓ ✓
OpenICL (Wu et al., 2023) HF ✓ HF, OpenAI ✓ ✓
LLMeBench (Ours) Custom ✓ Any ✓ ✓

Table 1: LLMs evaluation frameworks. HF: Hugging
Face

loaders, tasks, and models. It also supports both
zero- and few-shot prompting. The caching mech-
anism provided by the LLMeBench framework is
a rarity among its counterparts, yet it is crucial
for time and cost savings, as well as facilitating
efficient post-processing enhancements to model
outputs without additional expenses.

6 Conclusions and Future Work

In this paper, we introduce LLMeBench, an open-
source framework designed to facilitate the LLM
benchmarking process. LLMeBench accelerates
evaluation of LLMs using pre-implemented generic
datasets, tasks and model providers. In addition, it
features a modular design that empowers users to
integrate (i) new tasks, (ii) datasets, and (iii) APIs
for models. The framework incorporates caching
mechanisms that effectively reduce time, costs, and
effort associated with task evaluations. Currently,
it includes predefined recipes covering 31 stan-
dard NLP tasks such as classification, translation,
question-answering, and semantic parsing. These
recipes can be readily extended to encompass novel
NLP tasks, datasets, and LLM models.

In future, we aim to further enhance the frame-
work by integrating a broader array of tasks and
languages. By embracing an open-source approach
and encouraging active community participation,
we anticipate its sustained growth through the in-
corporation of diverse tasks, enriched datasets,
and innovative models. Additional enhancements
under consideration encompass integrating cross-
validation datasets, and incorporating models fea-
turing varied configurations (such as distinct iter-
ations of BLOOM models). Furthermore, we are
actively developing more methods for few-shot se-
lections. Currently, our framework assumes seam-
less model access via APIs. We are committed
to enhancing accessibility by enabling users to ef-
fortlessly load and utilize both offline and online
models for inference purposes.

Limitations

The LLMeBench is currently limited to API calls,
whether they are local or remotely hosted. It
also operates under the assumption that the entire
dataset can fit into memory, which may not be
feasible for very large collections. Implementing
iterable loading could be a viable solution to this
issue, and is a feature that might be considered for
future development. Additionally, many datasets
come with cross-validation splits, a functionality
that the framework does not currently support.

Ethics Statement

Our framework incorporates publicly available
datasets and relies on external models. These mod-
els may produce non-factual or potentially harmful
content. Therefore, we encourage users to be aware
of their interaction with the models.
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Abstract

We present an open-source, pip installable
toolkit, Sig-Networks, the first of its kind
for longitudinal language modelling. A cen-
tral focus is the incorporation of Signature-
based Neural Network models, which have re-
cently shown success in temporal tasks. We
apply and extend published research providing
a full suite of signature-based models. Their
components can be used as PyTorch building
blocks in future architectures. Sig-Networks
enables task-agnostic dataset plug-in, seamless
pre-processing for sequential data, parameter
flexibility, automated tuning across a range of
models. We examine signature networks under
three different NLP tasks of varying temporal
granularity: counselling conversations, rumour
stance switch and mood changes in social me-
dia threads, showing SOTA performance in all
three, and provide guidance for future tasks.
We release the Toolkit as a PyTorch package1

with an introductory video 2, Git repositories
for preprocessing3 and modelling4 including
sample notebooks on the modeled NLP tasks.

1 Introduction

Existing work on temporal and longitudinal mod-
elling has largely focused on models that are task-
oriented, including tracking mood changes in users’
linguistic content (Tsakalidis et al., 2022b,a), tem-
poral clinical document classification (Ng et al.,
2023), suicidal ideation detection on social media
(Cao et al., 2019; Sawhney et al., 2021), real-time
rumour detection (Liu et al., 2015; Kochkina et al.,
2023). Transformer-based models struggle to out-
perform more traditional RNNs in such tasks, high-
lighting their limitations in temporal settings (Mul-

* Indicates equal contribution.
‡Work done while at Queen Mary University of London.

1https://pypi.org/project/sig-networks/
2http://youtu.be/lrjkdfYf8Lo
3https://github.com/datasig-ac-uk/nlpsig/
4https://github.com/ttseriotou/sig-networks/

lenbach et al., 2018; Yuan et al., 2022). Inspired
by the success of models with short- and long-term
processing capabilities (Didolkar et al., 2022; Tse-
riotou et al., 2023) in producing compressed tempo-
ral representations, we develop a toolkit that applies
Signature Network models (Tseriotou et al., 2023)
to various longitudinal tasks. Path signatures are
capable of efficient and compressed encoding of
sequential data, sequential pooling in neural mod-
els, enhancement of short-term dependencies in
linguistic timelines and encoding agnostic to task
and time irregularities.
We make the following contributions:
• We release an open-source pip installable toolkit

for longitudinal NLP tasks, Sig-Networks, in-
cluding examples on several tasks to facilitate
usability and reproducibility.

• For data preprocessing for the Signature Net-
works models (Tseriotou et al., 2023), we in-
troduce another pip installable library nlpsig
which receives as input streams of textual data
and returns streams of embeddings which can be
fed into the models we discuss in this paper.

• We showcase SOTA performance on three lon-
gitudinal tasks with different levels of tempo-
ral granularity, including a new task and dataset
– longitudinal rumour stance, based on rumour
stance classification (Zubiaga et al., 2016; Kochk-
ina et al., 2018). We highlight best practices for
adaptation to new tasks.

• Our toolkit allows for flexible adaptation to new
datasets, preprocessing steps, hyperparameter
choices, external feature selection and bench-
marking across several baselines. We provide
the option of flexible building blocks such as Sig-
nature Window Network Units (Tseriotou et al.,
2023) and their extensions, which can be used as
a layer integrated in a new PyTorch model or as a
stand-alone model for sequential NLP tasks. We
share NLP-based examples via notebooks, where
users can easily plug in their own datasets.
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2 Related Work

Longitudinal NLP modelling has been sporad-
ically explored in tasks like semantic change
detection (Bamler and Mandt, 2017; Yao et al.,
2018; Tsakalidis and Liakata, 2020; Montariol
et al., 2021; Rosin and Radinsky, 2022) or dynamic
topic modelling (He et al., 2014; Gou et al., 2018;
Dieng et al., 2019; Grootendorst, 2022). Such
approaches have limited generalisability as
they track the evolution of specific topics over
long-periods of time. Social media data have given
rise to longitudinal tasks such as mental health
monitoring (Sawhney et al., 2021; Tsakalidis et al.,
2022a), stance detection and rumour verification
(Kochkina et al., 2018; Chen et al., 2018; Kumar
and Carley, 2019) requiring more fine-grained
temporal modelling . Other tasks, like healthcare
patient notes (Ng et al., 2023) and dialogue act
classification (Liu et al., 2017; He et al., 2021) are
also longitudinal in nature.

Path Signature (Chen, 1958; Lyons, 1998) is
a collection of iterated integrals studied in the
context of solving differential equations driven
by irregular signals. It provides a summary of
complex un-parameterised data streams through
an infinite graded sequence of important statistics.
Thus, it produces a collection of statistics effi-
ciently summarising important information about
the path. Signatures are deemed invaluable in
machine learning (Levin et al., 2013) as sequential
feature transformers (Yang et al., 2016; Xie
et al., 2017; Yang et al., 2017; Lyons et al., 2014;
Perez Arribas et al., 2018; Morrill et al., 2020), or
integrated components of neural models (Bonnier
et al., 2019; Liao et al., 2021; Tseriotou et al.,
2023). However, they have only been sparsely
explored within NLP (Wang et al., 2019, 2021;
Biyong et al., 2020), addressing only sequentiality
or temporality. Motivated by the wide range of
longitudinal NLP tasks and the work by Tseriotou
et al. (2023) we present a toolkit for neural
sequential path signatures models achieving SOTA
performance in a range of such tasks.

Libraries for computing path signatures include
roughpy, esig, iisignature (Reizenstein and
Graham, 2020), signatory (Kidger and Lyons,
2021) and signax (see links in Appendix E).
Currently, only signatory and signax offer dif-
ferentiable computations of the signature and

log-signature transforms on GPU (with PyTorch
(Paszke et al., 2019) and JAX (Bradbury et al.,
2018), respectively).
While the above libraries only perform signature
computations, with signatory additionally allow-
ing for data stream augmentation through convo-
lutional neural networks, the Sig-Networks library
provides users with a complete pipeline for the ap-
plication of signature-based (Signature Network)
models in longitudinal NLP tasks. In particular,
Sig-Networks is a pip installable PyTorch library
using signatory for differentiable computations
of signature transforms on GPU, providing a range
of off-the shelf models for task-agnostic longitu-
dinal modeling. Furthermore, the pip installable
nlpsig library simplifies the data preprocessing
for Signature Network models, by forming streams
of embeddings to be directly fed into the models.

3 Methodological Foundations

3.1 Task Formulation and Background

Longitudinal Task Formulation. We use the fol-
lowing terminology throughout the paper:
• Data Point: di, is a single piece of information

at a given time, i.e. a post, tweet or utterance.
• Data Stream: S[t1,tm], is a series of chronologi-

cally ordered data points {d1, . . . , dm} at times
{t1, . . . , tm}, i.e. a timeline or a conversation.

For each di, we consider its historical data stream.
We divide our models in two categories: (a)
window- and (b) unit-based. In (a) we assume a
window of |w| most recent historical data points
of di, Hi={di−(w−1), . . . , di}, as our modeling
sequence. In (b), we follow Tseriotou et al.
(2023) to construct n history windows, each of
length |w|, shifted by k points.5 The modeling
sequence is given by Hi = {hi1 , ...,hin−1 , hin}
with the qth unit (of w posts) defined as hiq=
{pi−(n−q)k−(w−1), pi−(n−q)k−(w−2), ..., pi−(n−q)k}.

Path Signatures Preliminaries. In our formu-
lation, the textual data stream is the equivalent
of the path P over an interval [t1, tm] and the
signature S(P ) is a pooling layer providing a
transformed representation for these sequential
data. The signature is a collection of all r
iterated integrals along dimensions c: S(P )t1,tm =

(1, S(P )1t1,tm , ..., S(P )ct1,tm , S(P )1,1t1,tm
, S(P )1,2t1,tm

,

5The total number of modeled data points is k ∗n+(w−
k).
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Figure 1: Sig-Networks Tooklit Overview. nlpsig library (left side) obtains the input text, label and stream id
per data point. The package allows for embedding extraction (i.e. SBERT) and its dimensionality reduction, with
optional non-linguistic-feature processing and concatenation. For each data point a stream/window (padded if
necessary) is formed including its ordered history. These are shifted and stacked for unit-based models. Data
splitting with k-fold option is performed. sig-networks library (right side) enables PyTorch implementation for all
Sig-Networks family and baseline models with user-specified training and hyper parameter inputs.

... , S(P )c,ct1,tm
, ..., S(P )i1,i2,··· ,irt1,tm

, ...). Since the
iterated integrals can go up to infinite dimensions,
a degree of truncation N (i.e. up to N-folded
integrals) is commonly used. A higher N leads
to a larger feature space. Log-signatures’ output
feature space increases less rapidly with input
dimensions c, and depth N , allowing a more
compressed representation. Sig-Networks allows
for the selection of the desired N and the imple-
mentation of signatures or log-signatures. We use
N=3 and log-signatures which achieved the best
performance.

3.2 System Overview

Fig. 1 shows the overview of our Sig-Networks
toolkit. The system receives a task-agnostic dataset
of linguistic data streams. These can optionally
include a set of pre-computed linguistic embed-
dings for each data point (e.g. post), timestamps
and non-linguistic external features. Linguistic
embeddings can also be computed by the system
and then dimensionally reduced using a selected
method (§3.3). Timestamps can be processed to
produce and normalise time-related features. The
data points are then chronologically ordered and
padded based on either a window- or a unit-basis.
Data splitting for model training is performed by
the relevant module (§4.1), providing a range of op-
tions (including k-fold, stratification, user-defined
splits). A range of baseline and Signature Network

Figure 2: Signature Window Unit and its variations.

models are available for training (§3.4,4.2,4.3)
through user defined parameters, integrating hyper-
parameter tuning functions for task-based optimal
parameter selection.

3.3 Feature Encoding

Each data point is encoded in a high-dimensional
space using SentenceBERT (SBERT) (Reimers and
Gurevych, 2019) to derive semantically meaning-
ful embeddings. Our toolkit provides different sen-
tence encoding options (§4.1) 6 and multiple op-
tions for dimensionality reduction (§4.1). We found
UMAP to perform slightly better. Sig-Networks
also caters for time-related and external feature in-
corporation. On the time-related feature front, the

6We recommend 384-dim embeddings to facilitate dimen-
sionality reduction required for input to signature transforms.
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toolkit provides a range of timestamp-derived fea-
tures and normalisation methods, which account
for temporality in the task according to its charac-
teristics as well as for improved performance (§4.1
& Appendix C). External information and domain-
specific features can be either included as part of
the stream feature space, c, or concatenated at the
output of the model.

3.4 Signature Network Models

The Signature Network model family forms an ex-
tension of the work by Tseriotou et al. (2023) on
combining signatures with neural networks for lon-
gitudinal language modeling. We present a range of
models (§5.2) based on the foundational Signature
Window Network Unit (SWNU), which models
the granular linguistic progression in a stream: it
reduces a short input stream via a conv-1d layer op-
eration, applies an LSTM on signatures on locally
expanding windows of the stream and produces a
stream representation via a signature pooling layer.

SWNU implementation is flexible, allowing se-
lection between LSTM vs BiLSTM, convolution-
1d layer vs convolution neural network (CNN), and
the option to stack multiple such units to form a
deeper network. Importantly, we also introduce a
variant of SWNU (‘SW-Attn’), replacing LSTM
with a Multi-head self-attention with an add &
norm operation and a linear layer (Fig. 2).

Figure 3: Seq-Sig-Net and its variations using SWNU
(yellow, see Fig. 2) on a sample length of 11 points.

Furthermore, the toolkit allows for the flexible
use of Seq-Sig-Net (the best performing model
by Tseriotou et al. (2023)), which sequentially
models SWNU units through a BiLSTM, preserv-
ing the local sequential information and capturing
long-term dependencies. Further available vari-
ants of Seq-Sig-Net include SW-Attn+BiLSTM
(replacing SWNU with a SW-Attn unit) and SW-

Attn+Encoder (replacing BiLSTM with stacked En-
coder layers on top of learnable unit embeddings).
The final representation is pooled through a train-
able [CLS] token. The number of stacked layers
is user defined (see Fig. 3). For all Sig-Network
models, we follow the same formulation as Tse-
riotou et al. (2023), by concatenating the SBERT
vectors of the current data point with the learnable
stream representation and passing it through a feed-
forward network for classification using focal loss
(Lin et al., 2017). The system provides flexibility
with respect to the number of hidden layers and
the optional addition of external features. It also
provides separate classes for the signature units so
they can be incorporated in new architectures.

4 System Components

As shown in Fig. 1, the toolkit is split up into two
pip installable Python libraries. a) nlpsig: SBERT
vector extraction, data pre-processing including di-
mensionality reduction of SBERT streams and con-
struction of model inputs and b) sig-networks:
PyTorch implementations of our models and func-
tions for model training/evaluation.

4.1 Data Preparation Modules in nlpsig

These modules perform data loading and prepro-
cessing. The users can load their temporally
sorted dataset, with a minimum of a stream-
id (identifying the stream that a data point be-
longs to), text and label columns. nlpsig
allows for loading pre-computed embeddings
for the data points or calculating them us-
ing any pretrained or custom model from the
sentence-transformer and transformer li-
braries via the nlpsig.encode_text modules.7

Utilising signatures typically requires dimen-
sionality reduction of the data point embeddings
(§3.3). nlpsig provides several options via the
nlpsig.DimReduce8 class: UMAP (McInnes et al.,
2018), Gaussian Random Projections (Bingham
and Mannila, 2001; Achlioptas, 2003), PPA-PCA
(Mu and Viswanath, 2018), PPA-PCA-PPA (Rau-
nak et al., 2019). The nlpsig.PrepareData9 class
is used to process the data and obtain streams of
dimension-reduced embeddings as input to the Sig-
nature Network family of models (see §3.4).

7encode_text
8dimensionality_reduction
9data_preparation
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If the dataset includes timestamps, we automati-
cally compute several time-derived variables with
different standardisation options. These variables
include but are not limited to chronologically
ordered stream indices, time difference between
consecutive data points and date as fraction of the
year. External non-linguistic features can also be
included in the dataset and model. The toolkit
provides the flexibility of including these features
as part of the path stream and/or concatenated
in the output with the SBERT representation of
the current data point (see Appendix C). There
are wrapper functions in the sig-networks
package (sig_networks.obtain_SWNU_input,
sig_networks.obtain_SeqSigNet_input) to
easily obtain the padded input for each model.
Since the nlpsig library allows for more flexibility
in constructing streams of embeddings, customisa-
tion of these wrapper functions is encouraged for
different datasets or tasks.

4.2 Training

Through nlpsig.classification_utils, the
toolkit allows for k-fold cross validation or a sin-
gle train/test split.10 Splits can be completely ran-
dom, stratified (for streams via split_ids), or pre-
defined (via split_indices). If a subset of the
dataset is leveraged for classification (e.g. single-
speaker classification in dialogue), the user can
define such indices in path_indices. For training,
the user can select the loss function (cross-entropy,
focal loss), a validation metric and specify the early
stopping patience. Off the shelf hyperparameter
tuning functions are available via grid search.

4.3 Model Modules

Model modules allow for the flexible training of
each model. PyTorch classes for the building
blocks of our models are provided separately to
encourage their novel integration in other systems
(e.g. see Appendix G). The toolkit can be used
to benchmark datasets using: BERT, feedforward
network with(out) historical stream information
and BiLSTM. For Sig-Network family models, we
provide options for choosing: 1. N , truncation
degree, 2. signatures or log-signatures, 3. pool-
ing options in the units, 4. LSTM or BiLSTM in
SWNU, 5. dimensionality reduction of Conv-1d or
CNN and their dimensions in the unit, 6. combina-
tion method of historical signature modelled stream

10classification_utils

with current SBERT data point and external fea-
tures, 7. number of encoder layers, 8. path chrono-
logical reversion. Importantly, the user can assess
their task of interest and define the window size w,
number of units n, and shift k (§6.1). After model
tuning one can access the trained model object, a
set of results for all seeds and hyperparameters, and
a set of results for the best hyperparameters.

5 Experiments

5.1 Tasks and Datasets

We demonstrate the applicability of Sig-Networks
across three longitudinal sequential classification
tasks of different temporal granularity. For all tasks
we consider the current data point, its timestamp
and its historical stream.
Moments of Change (MoC). Given sequences of
users’ posts, MoC identification involves the assess-
ment of a user’s self-disclosed mood conveyed in
each post with respect to the user’s recent history as
one of 3 classes: Switches (IS): sudden mood shift
from positive to negative, or vice versa; Escalations
(IE): gradual mood progression from neutral/pos-
itive to more positive, or from neutral/negative to
more negative; or None (O): no change in mood
(Tsakalidis et al., 2022b). The dataset is TalkLife
MoC: 18,702 posts (500 user timelines; 1-124 posts
each). Annotation was performed on the post-level
with access to the entire timeline.
Counselling Dialogue Classification. Given the
data stream of utterances during a counselling di-
alogue between a therapist and a client, the task
is to categorise client’s utterances into one of 3
classes: Change: client seems convinced towards
positive behaviour change; Sustain: client shows
resistance to change; Neutral: client shows neither
leaning nor resistance towards change. We utilise
therapist and client utterances in the stream, while
classifying only client utterances. The dataset is
Anno-MI (Wu et al., 2022): 133 motivational in-
terviews (MI), 9,699 utterances (4,817 client utter-
ances), sourced from effective and ineffective MI
videos on YouTube & Vimeo. The videos were
professionally transcribed and annotated by MI
practitioners.
Stance Switch Detection. The Stance Switch De-
tection task tracks the ratio of support/opposition
towards the topic of a conversation at each point in
time and captures switches in overall stance. This
is a binary classification of each post in a conversa-
tion stream into: Switch: switch between the total
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number of oppositions (querying or denying) and
supports or vice versa; or No Switch: either the
absence of a switch or cases where the numbers
of supporting and opposing posts are equal. For
this task we introduce a new dataset, Longitudi-
nal Rumour Stance (LRS), a longitudinal version
of the RumourEval-2017 dataset (Gorrell et al.,
2019). It consists of Twitter conversations around
newsworthy events. The source tweet of the con-
versation conveys a rumourous claim, discussed by
tweets in the stream. In 325 conversations 5,568
posts are labelled based on their stance towards the
claim in the corresponding source tweet as either
Supporting, Denying, Questioning or Commenting.
We convert conversation structure and labels into a
Longitudinal Stance Switch Detection task. Con-
versations are converted from tree-structured into
linear timelines to obtain chronologically ordered
lists. Then we convert the original stance labels
into Switch and No Switch categories based on the
numbers of supporting tweets versus denying and
questioning ones at each point in time.

5.2 Models and Baselines

Using our toolkit, we perform 5-fold cross-
validation, repeatedly with 3 seeds (see Appendix
A for full details) and compare against the follow-
ing baselines:

BERT(focal/ce): data point-level (stream-agnostic)
BERT (Devlin et al., 2018) fine-tuned using the
alpha-weighted focal loss (Lin et al., 2017) or cross-
entropy, respectively.
FFN: data point-level Feedforward Network (FFN)
operating on SBERT of the current point.
FFN History: stream-level FFN operating on the
concatenated SBERT vectors of the current point
and the average of its historical stream.
BiLSTM with a single layer operating on a speci-
fied number of historical data points.

Our Sig-Networks Family Models are:
SWNU (Tseriotou et al., 2023) uses expanding
signature windows fed into an LSTM. We modify
the unit to use a BiLSTM and improved padding.
SW-Attn: Same as SWNU but with Multi-head
attention instead of an LSTM.
Seq-Sig-Net: Sequential Network of SWNU units
using a BiLSTM as in Tseriotou et al. (2023).
SW-Attn+BiLSTM: Seq-Sig-Net with SW-Attn
unit instead of SWNU.
SW-Attn+Encoder SW-Attn+BiLSTM with two

Encoder layers using unit-level learnable embed-
dings instead of the BiLSTM .

6 Results and Discussion

6.1 Performance comparison

Signature Network models show top performance,
with Seq-Sig-Net achieving SOTA or on-par per-
formance with SWNU across all tasks (see Table 1,
detailed in Appendix B). On LRS the best model
is Seq-Sig-Net with window length w=20 posts
(F1=.678), while on Anno-MI the best model is
also Seq-Sig-Net but for w=11 (F1=.525). In Talk-
Life, Seq-Sig-Net and SWNU both reach top per-
formance (F1=.563). The difference of optimal
window length across tasks relates to the charac-
teristics of each dataset (see Table 2 and next para-
graph). Additionally, the performance of BiLSTM
peaks within the same range of history length, dif-
ferent for each task, denoting the best performing
models depend on the temporal granularity of the
task. Lastly, SW-Attn+Encoder performs better
than SW-Attn+BiLSTM regardless of task and his-
tory length, further highlighting the importance of
sequential modelling for these tasks.

Seq-Sig-Net outperforms all models across tasks
in modeling long-term effects, making it par-
ticularly appealing for highly longitudinal tasks;
SWNU has the best performance when modeling
short linguistic streams. In LRS and TalkLife Sig-
Networks outperforms all baselines, for each his-
tory length. For Anno-MI, the least longitudinal
task due to the short mean/median consecutive se-
quences of Change/Sustain utterances (see Table
2), we conjecture that most of the performance gain
in including historical dialogue information is due
to adding more context rather than sequential mod-
elling. This is apparent from the small performance
gains of Seq-Sig-Net models compared to FFN
History and BERT (focal) versus the much starker
performance improvement in the other tasks.

6.2 Time-scale analysis

The degree of temporal granularity across datasets
ranges from seconds in Anno-MI, minutes in LRS
and hours in TalkLife (Table 2), showing the
generalisability of Signature-Networks. TalkLife
has an average of 1.58/4.12 consecutive Switch-
es/Escalations and a similar average of such events
(1.77/4.03 respectively) in each data stream, mean-
ing that the task benefits from good granularity on
short modeling windows. This can be provided by
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Model Anno-MI LRS TalkLife
(3-class) (2-class) (3-class)

BERT (focal) .519 .589 .531
BERT (ce) .501 .596 .521
FFN .512 .581 .534
FFN History .520 .625 .537
BiLSTM (w = 5) .517 .637 .544
SWNU (w = 5) .522 .670 .563
SW-Attn (w = 5) .515 .667 .556
History Length 11 20 35 11 20 35 11 20 35
#units (w=5, k=3) 3 6 11 3 6 11 3 6 11
BiLSTM .518 .507 .510 .657 .648 .648 .539 .533 .525
SWNU .522 .512 .493 .671 .654 .673 .550 .537 .539
SW-Attn .517 .508 .508 .659 .665 .661 .547 .541 .539
Seq-Sig-Net .525 .523 .517 .672 .678 .654 .563 .561 .559
SW-Attn+BiLSTM .511 .514 .515 .663 .657 .660 .554 .557 .550
SW-Attn+Encoder .498 .506 .505 .664 .657 .662 .552 .552 .545

Table 1: Results (macro-average F1) of the Sig-Networks toolkit models on our three tasks for different History
Lengths. Best and second best scores are highlighted.

both SWNU (window of 5 posts) and a short Seq-
Sig-Net of 3 units. Anno-MI presents even shorter
sequences of consecutive Change/Sustain inten-
tions (2.21/1.68), but the average number of such
events in each conversation is higher (8.86/4.05),
therefore benefiting from being less sequential in
terms of short-term dependencies but being more
sequence dependent on series of windows. Finally,
LRS is the most longitudinal task in our experi-
ments showing the highest mean number of con-
secutive switches (8.52), therefore benefiting from
more units in Seq-Sig-Net.

Dataset
Anno-MI Longitudinal TalkLife

Rumour Stance MoC
Change Sustain Switch Switch Escalation

Mean Point Time Diff. 5sec 1hr 26min 40sec 6hr 51min 11sec
Median Point Time Diff. 3sec 1min 39sec 59min 38sec
Mean consecutive events 2.21 1.68 8.52 1.58 4.12
Median consecutive events 1 1 4 1 3
Mean no. of events in stream 8.86 4.05 6.45 1.77 4.03
Median no. of events in stream 5 3 0 1 1

Table 2: Dataset Statistics on time and event length.

7 Conclusion

We present the Sig-Networks toolkit, which allows
for flexible modeling of longitudinal NLP classifi-
cation tasks using Signature-based Network models
(Tseriotou et al., 2023), proposing improvements
and variants. We test our system on three NLP clas-
sification tasks of different domains and temporal
granularity and show SOTA performance against
competitive baselines, while also shedding light

into temporal characteristics which affect optimal
model selection. The toolkit is made available as a
PyTorch package with examples, making it easy to
plug-in new datasets for future model extensions.

In the future we are planning to provide further
flexibility in the toolkit, by enabling the integration
of signature libraries beyond signatory for signa-
ture computations. This will facilitate its extension
to deep learning frameworks beyond PyTorch. Ad-
ditionally, we would like to allow for the selection
of a non-linguistic feature subset to serve as part of
the stream and of a different subset to be concate-
nated with the SBERT representation, rather than
having a single processing option for the full set of
such features. We also aim to enrich the examples
corpus of our repository with additional longitu-
dinal NLP tasks and collaborate with independent
contributors on the integration of newly developed
signature-based models.

Limitations

While the Sig-Networks library provides sequen-
tial models with very competitive performance on
longitudinal NLP tasks, it comes with limitations.
Firstly, it requires basic knowledge of Python, since
it is available as a PyTorch library, and assumes
integration in PyTorch systems. In the future, Ad-
ditionally, its use on classification tasks requires
labeled data, which can be expensive to obtain
for tasks that require expert annotation. Although
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our tasks under examination are in English, we be-
lieve that this work is extensible to other languages.
Since one of the initial steps for obtaining linguis-
tic representations involves the use of a pretrained
language model, we expect lower quality for low-
resource languages where such pretrained models
have poor performance or are non-existent.

Hyperparameter tuning including time feature
selection, given that the timestamps are available,
is often key in achieving competitive classification
performance. We provide guidelines and expect the
users to perform a thorough grid search if needed to
reach a competitive performance. Lastly, we under-
stand that our data point-level evaluation, which as-
sesses predictions at each point in the stream in silo,
can be lacking pattern identification on a stream
level. We plan to address stream-level evaluation
using the settings from Tsakalidis et al. (2022b) in
future work and we encourage users to cross-check
performance with stream-level metrics.

Ethics Statement

The current project focuses on providing a toolkit
for facilitating research and applications in longitu-
dinal modelling. This is showcased in three tasks,
two of which employ existing datasets (TalkLife
and AnnoMI) and one is a re-interpretation of an
existing public dataset (LRS).

Since the TalkLife dataset involves sensitive user
generated social media content, Ethics approval
was received from the Institutional Review Board
(IRB) of the corresponding ethics board of the Uni-
versity of Warwick prior to engaging in longitu-
dinal modelling with this dataset. Thorough data
analysis, data sharing policies to protect sensitive
information and data anonymisation were used to
address ethical considerations around the nature
of such data (Mao et al., 2011; Keküllüoglu et al.,
2020). Access to TalkLife’s data was obtained
through the submission of a project proposal and
the approval of the corresponding license by Talk-
Life11. TalkLife data were maintained and experi-
ments were ran through a secure server accessible
only by our group members. While we release
code examples and results, we do not release any
data, labels, models or preprocessing associated
with TalkLife data in our git repository.

The AnnoMI dataset is publicly available and
is based on transcribed videos of therapy sessions
which are enacted.

11https://www.talklife.com/

The LRS dataset is a re-interpretation of the Ru-
mourEval 2017 dataset to reflect switches in stance
over time. RumourEval-2017 is a well established
dataset for stance and rumour verification. The
longitudinal stance extension of the dataset allows
studying the changes in public stance over time.

Developing methods for longitudinal modeling
is an important research direction for better inter-
pretation of events. Potential risks from the appli-
cation of our work in being able to identify mo-
ments of change in individuals’ timelines are akin
to those in earlier work on personal event identifica-
tion from social media and the detection of suicidal
ideation. Potential mitigation strategies include re-
stricting access to the code base trained on TalkLife
and annotation labels used for evaluation.
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A Experiment setup details

We train all models using PyTorch (Paszke et al.,
2019) and Huggingface Transformers (Wolf et al.,

2020) for BERT, using the alpha-weighted focal
loss (Lin et al., 2017), except for BERT (ce).
SBERT representations: As noted in §3.3, we use
SentenceBERT (SBERT) (Reimers and Gurevych,
2019) to encode each data point to obtain semanti-
cally meaningful embeddings. To do this with our
toolkit, we used the nlpsig.SentenceEncoder12

class which uses the sentence-transformers
library. For each dataset, we obtained 384-
dimensional embeddings using the "all-MiniLM-
L12-v2" model13.
Model experiment settings: In each of our exper-
iments in §5, we select the best model for each
of the 5 folds using the best validation F1 macro-
average score on 100 epochs with early stopping
(patience set to 3). For training, we use the Adam
optimiser (Kingma and Ba, 2014) with weight de-
cay of 0.0001. For all models, we use the alpha-
weighted focal loss (Lin et al., 2017) with setting
γ = 2 and alpha of

√
1/pt where pt is the proba-

bility of class t in the training data. The exception
is for the BERT (ce) baseline model where we
used the cross-entropy loss. For BERT, we used
batch size of 8 during training due to limited GPU
resources available for training on the secure data
environment which hosted the TalkLife dataset. For
the other models, we used batch size of 64.

For the TalkLife MoC dataset, we use the same
train/test splits as in Tsakalidis et al. (2022a,b); Tse-
riotou et al. (2023). Furthermore, we average the
F1 macro-average performance over three random
seeds, (1, 12, 123). For Anno-MI and Longitudi-
nal Rumour Stance datasets, we created the five
folds using the nlpsig.Folds class14 class (with
random_state=0). Each fold constructed was used
as a test and the rest as the training and validation
data. Validation sets were formed on 33% of the
train set. When creating the folds, we stratify us-
ing the transcript_id for Anno-MI and the con-
versation ID for Rumours to ensure there was no
contamination between streams.

For each model, we perform a grid search for
hyperparameter selection based on the validation
set performance comparing F1 macro-average. For
signature window models, prior to hyperparameter
search, we performed dimensionality reduction on

12https://nlpsig.readthedocs.io/en/latest/
encode_text.html

13https://huggingface.co/
sentence-transformers/all-MiniLM-L12-v2

14https://nlpsig.readthedocs.io/en/latest/
classification_utils.html
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the SBERT embeddings using UMAP (McInnes
et al., 2018) with the umap-learn Python library.
Using the UMAP15 class in the library, we kept
all default parameters besides n_neighbors=50,
min_dist=0.99 and metric="cosine". In each
of the signature window models, we reduced the
SBERT embeddings to 15 dimensions. For all mod-
els considered, the dropout rate was set to 0.1.

In the rest of this section, we state the hyper-
parameters choices we had for each model. Note
that the full results for each model that we trained
(for each hyperparameter configuration and seed)
as well as the best hyperparameters for each model
and dataset can be found in the GitHub repository
for the project in the examples folder16.
SWNU and Seq-Sig-Net: For the signature win-
dow networks which used the Signature Win-
dow Network Unit (SWNU) (§3.4, 5.2), hy-
perparameter selection was set through a grid
search over the parameters: learning rate ∈
[0.0005, 0.0003, 0.0001], LSTM hidden dimen-
sions of SWNU∈ [10, 12], FFN hidden dimensions
∈ [[32, 32], [128, 128], [512, 512]] where [h1, h2]
means a two hidden layer FFN of dimensions hi
in the ith layer. For Seq-Sig-Net, the BiLSTM
hidden dimensions ∈ [300, 400]. We took the log-
signature transform with depth (degree of trunca-
tion) 3. In each model run, the convolution-1d
reduced dimensions is equal to the LSTM hidden
dimensions (i.e. 10 or 12 here).
SW-Attn and Seq-Sig-Net-Attention models: For
the signature window networks which used the
Signature Window Attention Unit (§3.4, 5.2) hy-
perparameter selection was set through a grid
search over the following parameters: learning
rate ∈ [0.0005, 0.0003, 0.0001], convolution-1d re-
duced dimensions ∈ [10, 12], FFN hidden dimen-
sions ∈ [[32, 32], [128, 128], [512, 512]]. We took
the log-signature transform with depth (degree of
truncation) 3. While the toolkit allows you to easily
stack multiple SW-Attn blocks, i.e. multiple iter-
ations of taking the expanding window signatures
and multi-head attention (with add+norm and a lin-
ear layer), we only have one block, num_layer=1.

For models using SW-Attn units, we must
choose the number of attention heads to divide the
resulting number of signature channels after taking
streaming signatures. For models with conv-1d re-

15https://umap-learn.readthedocs.io/en/latest/
api.html

16https://github.com/ttseriotou/sig-networks/
tree/main/examples

duced dimensions set to 10, output_channels=10,
we set num_heads=5 since after taking a log-
signature of depth 3, the output has dimension
38517. For models with output_channels=12,
we set num_heads=10 since the number of log-
signature channels at depth 3 for a path with 12
channels is 650.
BERT: We fine-tuned the bert-base-uncased18

model on the Huggingface model hub, and used
the transformers library and Trainer API for
training the model. The only hyperparameter
we performed a grid-search for was learning rate
∈ [0.00005, 0.00001, 0.000001]19. For BERT, we
found it was important to use a much lower learn-
ing rate than the ones we used for other models due
to the larger number of parameters in the model.
FFN models: For models using a Feedfor-
ward Network (FFN), either operating on the
SBERT embedding of the current point (FFN)
or operating on a concatenation of the current
SBERT embedding with the mean average of
its historical stream (FFN History), we perform
a hyperparameter search over learning rate ∈
[0.001, 0.0005, 0.0001] and hidden dimensions ∈
[[64, 64], [128, 128], [256, 256], [512, 512]].
BiLSTM: We apply a single layer BiLSTM on a
specified number of historical SBERT embeddings
for the data point. We perform a grid search over
learning rate ∈ [0.001, 0.0005, 0.0001] and hidden
dimension sizes [200, 300, 400].

B Results

We present class-level performance for each task
in Tables 3, 4 and 5.

Model Neutral(N) Change(C) Sustain(S) Macro-avg
BERT (focal) .767 .449 .339 .519
BERT (ce) .784 .442 .277 .501
FFN .764 .424 .347 .512
FFN History .761 .449 .351 .520
BiLSTM (w=5) .753 .449 .348 .517
SWNU (w=5) .762 .447 .356 .522
SW-Attn (w=5) .749 .450 .346 .515

History Length
(units)

11 (n=3) 20 (n=6) 35 (n=11)
N C S Macro-avg N C S Macro-avg N C S Macro-avg

BiLSTM .746 .446 .363 .518 .754 .446 .322 .507 .755 .446 .329 .510
SWNU .761 .444 .360 .522 .759 .440 .338 .512 .752 .413 .314 .493
SW-Attn .759 .450 .341 .517 .754 .438 .333 .508 .749 .446 .330 .508
Seq-Sig-Net .769 .446 .359 .525 .769 .452 .347 .523 .763 .446 .342 .517
SW-Attn+BiLSTM .750 .446 .339 .511 .757 .452 .332 .514 .763 .438 .345 .515
SW-Attn+Encoder .765 .411 .319 .498 .767 .423 .327 .506 .763 .410 .343 .505

Table 3: Class-level F1 scores of the Sig-Networks
toolkit models on Anno-MI for different History

Lengths. Best and second best scores are highlighted.

17signatory.logsignature_channels(10, 3) can be
used to compute this number.

18https://huggingface.co/bert-base-uncased
19Note in transformers (version 4.30.2), the default

learning rate is 0.00005
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Model No Switch Switch Macro-avg
BERT (focal) .724 .454 .589
BERT (ce) .720 .472 .596
FFN .704 .457 .581
FFN History .727 .523 .625
BiLSTM (w=5) .730 .545 .637
SWNU (w=5) .761 .580 .670
SW-Attn (w=5) .761 .574 .667

11 (n=3) 20 (n=6) 35 (n=11)History Length
(units) No Switch Switch Macro-avg No Switch Switch Macro-avg No Switch Switch Macro-avg

BiLSTM .748 .566 .657 .740 .555 .648 .748 .548 .648
SWNU .759 .584 .671 .736 .571 .654 .759 .587 .673
SW-Attn .745 .573 .659 .747 .583 .665 .743 .579 .661
Seq-Sig-Net .760 .584 .672 .754 .602 .678 .748 .559 .654
SW-Attn+BiLSTM .742 .584 .663 .741 .573 .657 .750 .570 .660
SW-Attn+Encoder .746 .581 .664 .742 .572 .657 .756 .569 .662

Table 4: Class-level F1 scores of the Sig-Networks
toolkit models on Longitudinal Rumour Stance for

different History Lengths. Best and second best scores
are highlighted.

Model IS IE O Macro-avg
BERT (focal) .283 .439 .871 .531
BERT (ce) .229 .431 .903 .521
FFN .281 .432 .890 .534
FFN History .280 .454 .877 .537
BiLSTM (w=5) .260 .479 .892 .544
SWNU (w=5) .301 .494 .894 .563
SW-Attn (w=5) .300 .480 .887 .556

History Length
(units)

11 (n=3) 20 (n=6) 35 (n=11)
IS IE O Macro-avg IS IS O Macro-avg IS IE O Macro-avg

BiLSTM .252 .478 .887 .539 .244 .470 .887 .533 .225 .460 .891 .525
SWNU .292 .471 .887 .550 .275 .448 .888 .537 .270 .457 .889 .539
SW-Attn .286 .471 .884 .547 .286 .453 .883 .541 .289 .452 .876 .539
Seq-Sig-Net .301 .495 .893 .563 .304 .487 .891 .561 .303 .480 .894 .559
SW-Attn+BiLSTM .291 .483 .887 .554 .298 .483 .890 .557 .298 .467 .885 .550
SW-Attn+Encoder .289 .477 .890 .552 .302 .463 .891 .552 .294 .452 .887 .545

Table 5: Class-level F1 scores of the Sig-Networks
toolkit models on TalkLife MoC for different History
Lengths. Best and second best scores are highlighted.

C Time Feature Guidance

As mentioned in §4.1 the toolkit allows for the au-
tomatic computation of the following time-derived
features if a timestamp column is provided:

• time_encoding: date as fraction of the year
• time_encoding_minute: time as fraction of

minutes, ignoring the date
• time_diff: time difference between consec-

utive data in the stream
• timeline_index: index of the data point in

the stream
The option to include user-processed time fea-

tures is available. Optionally, the user can specify a
standardisation method for each time feature from
the list below:

• None: no transformation applied
• z_score: transformation by subtracting the

mean and dividing by the standard deviation
of the data points

• sum_divide: transformation by dividing by
the sum of the data points

• minmax: transformation by subtracting the
minimum of data points from the current data
point and dividing by the differential of the
maximum and minimum of the data points.

The above (normalised) features can be included
as part of the path stream in the signature model
(in-path) and/or concatenated with the SBERT rep-

resentation of the current data point in the input
to the final FFN layers in the model (in-input) .
During the different task modeling we find particu-
larly important the efficient incorporation of time
features. Such decision is task-driven.

For Anno-MI we include the
time_encoding_minute and timeline_index
(without transformation) in-path. For Longitudinal
Rumour Stance we include time_encoding
normalised with z_score and timeline_index
without normalisation both in-path and in-input.
Finally for TalkLife MoC we use time_encoding
normalised with z_score both in-path and in-input.
Since TalkLife and Longitudinal Rumour Stance
are social media datasets they can benefit from the
use of in-input features that model the temporal
semantic component of linguistic representations.
We expect in-input features to be less beneficial for
our specific dialogue task which is semantically
stable with conversations being date-agnostic
(but not time agnostic). At the same time in the
dialogue task of Anno-MI, the use of both the
time_encoding_minute, which ignores the date,
and timeline_index in-path, allows for modeling
both the temporal flow of the conversation and the
position (index) of the utterance of interest in the
dialogue. While Longitudinal Rumour Stance also
benefits from using the timeline_index which
identifies the position of information with respect
to the initial claim, the use of time_encoding
normalised with z_score is more suitable here
as it makes use of the date of the comment. In
TalkLife only the latter is used, without any index
features. Here, since relevant context for each
post under consideration occurs in short history
windows, the timeline position (index) is irrelevant.
By presenting how different time features benefit
each task together with the intuition behind the
selection process, we encourage users to consider
the temporal characteristics of their task in-hand
for efficient time feature selection.

D Package Environment

The experiments ran in a Python 3.8.17 en-
vironment with the key following libraries:
sig-networks (0.2.0), nlpsig (0.2.2),
torch (1.9.0), signatory (1.2.6.1.9.0),
sentence-transformers (2.2.2), transformers
(4.30.2), accelerate (0.20.1), evaluate (0.4.0),
datasets (2.14.2), pandas (1.5.3), numpy (1.24.4),
scikit-learn (1.3.0), umap (0.5.3).
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E Path Signature Libraries

Library Link
roughpy https://github.com/datasig-ac-uk/RoughPy

esig https://github.com/datasig-ac-uk/esig

iisignature https://github.com/bottler/iisignature

signatory https://github.com/patrick-kidger/signatory

signax https://github.com/Anh-Tong/signax

F Infrastructure

The experiments with the Anno-MI and Longitu-
dinal Stance datasets were ran on the Baskerville,
a GPU Tier2 cluster developed and maintained by
the University of Birmingham in a collaboration
with a number of partners including The Alan Tur-
ing Institute. Baskerville provided us access with
Nvidia A100 GPUs (40GB and 80GB variants).

The experiments with the TalkLife dataset were
ran on Sanctus, a Queen Mary University of Lon-
don maintained server, with a x86_64 processor, 80
CPUs, 384 GB of RAM and 3 Nvidia A30 GPUs.

G Using the model modules

As noted in §4.3, we provide PyTorch modules for
each of components of our Sig-Network models
to encourage novel integration into other systems.
For example, the key building blocks in each of our
models are the Signature Window units, SWNU
Tseriotou et al. (2023) and SW-Attn, as discussed
in §3.4. These can be easily accessed in the toolkit
with a few lines of Python code.

For example, in code listings 1 and 2 we can
simply load in the SWNU and SW-Attn units
and initialise an instance of the module in a
few lines. For initialising SWNU in listing 1,
we define several arguments: the input chan-
nels of our stream, input_channels=10, the
number of output channels after the convolution-
1d layer, output_channels=5, whether to
take the log-signature or standard signature
transformation, log_signature=False, the
signature depth, sig_depth=3, the dimension
of the LSTM hidden state(s), hidden_dim=5,
the pooling strategy to obtain a final stream
representation, pooling="signature", to
not chronologically reverse the order of the
stream, reverse_path=False, to use a BiLSTM,
BiLSTM=True, to use a convolution-1d layer,
augmentation_type="Conv1d". The alterna-
tive option for augmentation_type is to have
augmentation_type="signatory" which will
use the signatory.Augment PyTorch module to

use a larger convolution neural network (CNN)
for which you can specify the hidden dimensions
to in the hidden_dim_aug argument which is set
to None in this example. Note that some of these
arguments have default values, but we present
them all here for more clarity.

1 from sig_networks.swnu import SWNU
2

3 # initialise a SWNU object
4 swnu = SWNU(
5 input_channels =10,
6 output_channels =5,
7 log_signature=False ,
8 sig_depth=3,
9 hidden_dim =5,

10 pooling="signature",
11 reverse_path=False ,
12 BiLSTM=True ,
13 augmentation_type="Conv1d",
14 )

Listing 1: Example initialisation of Signature Window
Network Unit object

The SW-Attn unit, called SWMHAU in the library,
shares many of the same arguments as expected but
since we are using Multihead-Attention (MHA) in
place of a (Bi)LSTM, we specify the number of at-
tention heads through the num_heads argument and
specify how many stacks of these layers through
the num_layers argument. We can also specify the
dropout to use in the MHA layer here too.

1 from sig_networks.swmhau import SWMHAU
2

3 # initialise a SWMHAU object
4 swmhau = SWMHAU(
5 input_channels =10,
6 output_channels =5,
7 log_signature=False ,
8 sig_depth=3,
9 num_heads=5,

10 num_layers =1,
11 dropout_rate =0.1,
12 pooling="signature",
13 reverse_path=False ,
14 augmentation_type="Conv1d",
15 )

Listing 2: Example initialisation of SW-Attention unit
object

Note that there are variants of these PyTorch
modules which do not include the convolution
1d or CNN to project down the stream to a
lower dimension before taking expanding win-
dow signatures, namely sig_networks.SWLSTM
and sig_networks.SWMHA.

Once these objects have been created, they can
simply be called to apply a forward pass of the
units, see for example listing 3. These units re-
ceive as input a three-dimensional tensor of the
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batched streams and the resulting output is a two-
dimensional tensor of batches of the fixed-length
feature representations of the streams.

1 import torch
2

3 # create a three -dimensional tensor
of 100 batched streams , each with
history length w and 10 channels

4 streams = torch.randn (100, 20, 10)
5

6 # pass the streams through the SWNU
7 # swnu_features and swmhau_features

are two -dimensional tensors of shape
[batch , signature_channels]

8 swnu_features = swnu(streams)
9 swmhau_features = swmhau(streams)

Listing 3: Example forward pass of SWNU and
SWMHAU objects

For full examples on how these PyTorch modules
can be fitted into larger PyTorch networks, please
refer to the source code for the Sig-Network family
models in the library on GitHub20.

20https://github.com/ttseriotou/sig-
networks/tree/main/src/sig_networks
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