
Proceedings of the Fourth Workshop on Speech, Vision, and Language Technologies for Dravidian Languages, pages 24–29
March 22, 2024 ©2024 Association for Computational Linguistics

Social Media Fake News Classification Using Machine Learning Algorithm

Girma Yohannis Bade, Olga Kolesnikova , Grigori Sidorov,
José Luis Oropeza

Instituto Politécnico Nacional (IPN), Centro de Investigación en Computación (CIC),
Mexico City, Mexico

Correspondence : girme2005@gmail.com

Abstract

The rise of social media has facilitated eas-
ier communication, information sharing, and
current affairs updates. However, the preva-
lence of misleading and deceptive content,
commonly referred to as fake news, poses a
significant challenge. This paper focuses on
the classification of fake news in Malayalam,
a Dravidian language, utilizing natural lan-
guage processing (NLP) techniques. To de-
velop a model, we employed a random forest
machine learning method on a dataset provided
by a shared task(DravidianLangTech@EACL
2024)1. When evaluated by the separate test
dataset, our developed model achieved a 0.71
macro F1 measure.

1 Introduction

The rise in usage of social media sites has made it
easier for people to communicate with one another.
Social media users can converse, share information,
and keep up with current affairs. However, a lot
of the current material that has surfaced on social
media is misleading and, in certain situations, is
an attempt to deceive users. This kind of stuff is
frequently referred to as false news. Any incorrect
or deceptive information that purports to be news-
worthy is referred to as fake news (Subramanian
et al., 2023; Yigezu et al., 2023e). Customers and
retailers have both been impacted by fake reviews.
Furthermore, in 2016, the issue of false news came
to light, particularly in the wake of the previous
US presidential election. Since both fake reviews
and fake news involve producing and disseminating
incorrect information or opinions, they are closely
related phenomena (Ahmed et al., 2018).

The rapid expansion of internet news sources
has made it exceedingly challenging to distinguish
between fraudulent and true information (Bade,
2021; Yigezu et al., 2023d). Because of this, fake

1https://codalab.lisn.upsaclay.fr/
competitions/16055

news is now widely spread and very difficult to
evaluate and confirm. Discussing the subject case
by case indeed presents a significant difficulty to
both the public and the government (Yigezu et al.,
2023b). For this reason, a system for fact-checking
rumors and statements needs to be implemented,
especially for those that receive thousands of views
and likes before being disproved and disputed by
reliable sources. Similarly, humans are incapable
of identifying all of these false reports. Machine
learning classifiers are therefore required to auto-
matically identify these false news items (Ahmed
et al., 2021). Even though a range of machine-
learning methods have been employed to identify
and categorize false information, these methods
have limitations in terms of accuracy (Fayaz et al.,
2022; Yigezu et al., 2023c). Several factors, in-
cluding imbalanced datasets, ineffective parameter
tuning, and bad feature selection, might be blamed
for the low accuracy (Hakak et al., 2021).

Although numerous studies are in charge of tak-
ing fake news countermeasures in English, lan-
guages other than English are also taking advan-
tage of natural language processing(NLP) to mit-
igate the growing challenge of their language as-
pect. In this regard, the Dravidian Language is
gaining popularity in leveraging the NLP task in-
cluding fake news classification, sentiment anal-
ysis, hate speech detection, and stress identifica-
tion in general. In particular, this study focuses
on the social media fake news classification in the
Malayalam language which is one of the Dravid-
ian languages. The golden standard dataset was
offered to us by the task organizer as a shared
task(DravidianLangTech@EACL 2024)(Subrama-
nian et al., 2023). Via Codalab, we are given
the datasets containing YouTube comments in the
Malayalam language annotated for fake news detec-
tion. In this regard, we have used a random forest
machine-learning model and developed a Malay-
alam language fake news classifier as intended in
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the shared task competition. The rest of the paper
details the related works, system or methodology
descriptions,the results generated, and the recom-
mendations for future works.

2 Related Works

Several machine and deep learning algorithms have
been used in different articles to detect and an-
alyze bogus news on social media sites (Yigezu
et al., 2023a). According to the article proposed
in (Hakak et al., 2021), the ensemble classification
had a higher accuracy in detecting fake news when
compared to the state-of-the-art. Important features
are collected from the fake news datasets by the
suggested model, and these features are then clas-
sified using an ensemble model made up of three
well-known machine learning models: Decision
Tree, Random Forest, and Extra Tree Classifier.

A study (Kareem and Awan, 2019)was con-
ducted to identify fake news in Pakistani media,
as it is a challenging process to classify. The popu-
lar news website scrape was served as the source of
the dataset for this investigation. 344 news stories
that have been manually classified as True or Fake
make up the generated corpus. It has employed
seven distinct supervised Machine Learning (ML)
classification methods for the result comparison, in
addition to two feature extraction strategies (Term
Frequency (TF) and Term Frequency-Inverse Doc-
ument Frequency (TF-IDF). K-Nearest Neighbors
(KNN) provided 70% accuracy, whereas logistic
regression produced 69% accuracy, making it the
highest-performing classifier.

To categorize and identify the bogus news
on multiple social media sites, algorithms such
as Naive Bayes, Support Vector Machines, Pas-
sive Aggressive Classifier, Random Forest, BERT,
LSTM, and Logistic Regression were employed.
The work is based on an ISOT dataset consisting
of 44,898 news items that were collected from mul-
tiple sources and pre-processed using count vector-
izer and TF-IDF. The SVM is deemed to be among
the most accurate algorithms for spotting false in-
formation on social media (Kumar et al., 2023).

Deep learning’s growth is greatly aided by its
widespread use. Three types of neural network
techniques: convolution filtering-based neural net-
work approaches, sequential analysis-based neu-
ral network approaches, and attention mechanism-
based neural network approaches can be distin-
guished from the model structure of the research

work that now exist (Tash et al., 2023; Bade and
Afaro, 2018). But nearly all of them were created
with scenarios in a single language in mind, without
taking into account mixed-lingual contexts. The
article(Guo et al., 2023) proposed a unique false
news detection model for the context of mixed lan-
guages through a multiscale transformer to com-
pletely capture the semantic information of the text,
bridging this gap by extending the basic pretrain-
ing language processing model transformer into
the multiscale format. Additionally, it improved
accuracy in mixed language contexts by roughly
2%–10% as compared to baseline models that are
frequently utilized.

The multi-modal transformer employing two-
level visual characteristics (MTTV) was suggested
as an alternative to text for the identification of
false news(Wang et al., 2023). Firstly, news texts
and photos are universally modeled as sequences
that may be processed by a transformer. To en-
hance the use of news photographs, two-level vi-
sual features global feature and entity level feature
are employed. Second, it creates a multi-modal
transformer that expands the transformer paradigm
for natural language processing, enabling complete
interaction and semantic relationship capturing be-
tween multi-modal data. Furthermore, it suggested
a scalable classifier to address the issue of class
imbalance and enhance the classification balance
of fine-grained false news detection. Comprehen-
sive tests on two publicly available datasets show
that our approach outperformed the state-of-the-art
techniques by a significant margin.

Even though the majority of studies have been
conducted on binary fake news classification tasks,
the work (Shushkevich et al., 2023) addresses a
more realistic scenario by assessing a corpus with
unknown themes through multiclass classification,
encompassing true, false, partially false, and other
categories. Three BERT-based models: SBERT,
RoBERTa, and mBERT are explored; artificial data
generated by ChatGPT is used to improve results
for class balance; and a two-step binary classifi-
cation process is employed to improve outcomes.
The testing results indicate that, while it is an op-
timal performance in comparison to past accom-
plishments, it still requires refinement to remain at
the forefront of technology.
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3 System Description

In this section, we offer thorough information re-
garding the dataset and the details of experimen-
tal tools. Moreover, it dives into the format of
datasets, preprocessing, and experimental environ-
mental tools to develop the proposed model.

3.1 Datasets

In the real world, the problems are always existing
until the solutions are investigated. To investigate
solutions for computational linguistic challenges,
the availability of data is crucial (Bade, 2021; Bade
and Afaro, 2018). The dataset for this particular
task was provided on Codalab by the Shared_task
(DravidianLangTech@EACL 2024) organizer (B
et al., 2024). There are two subtasks provided to
participate in this competition.Task_1 is to classify
the given social media dataset that was prepared
for this aim into fake or original and Task_2 is the
Fake News Detection from Malayalam News(False,
Half True, Mostly False, Partly False, and Mostly
True). Among the offered tasks, we participated
only in the first task(Task_1) based on our interests
(Subramanian et al., 2023, 2024). The dataset is
arranged in three different lists training, develop-
ment, and test(without label) set. The training and
development data sets are made available when we
register for the competition on the Codalab and the
test set was released when ten days left for the run
submission deadline.

Table 1: The overview of dataset offer

No Text Label Dataset size
1 Masha Allah Fake Training 3257
2 à´¬à´¿à´œàµ Original
3 Well planned... China. Fake Development 815
4 à´ªà´°à´¨à´¾à´±à Original
5 Shame for entire Woman — Test 1019
6 à´ªàµà´°à´µà´¾à´¸à´¿ —

The Table1 shows us three things:1) how the
sample of the dataset and its class variable look
like,2) how the code-mixed writing is taking place,
and 3) how the test dataset is given without the
class label. In the case of training and development
datasets, the class variable or dependent variable
is given with their features, however, in the case
of test dates there is no class label given because it
is expected that the model would predict its class
label how it was in training data.

3.2 Preprocessing

Preprocessing is the process of preparing raw data
for machine learning algorithms by cleaning, con-
verting, and organizing the data and rendering it
to the machine. It is the vital stage that fills in the
gaps between raw data and useful insights because
raw data is rarely in an ideal state (Bade and Seid,
2018). During the data preparation phase of ma-
chine learning tasks, there are typical or standard
activities that we should use. The following are
some among others.

Importing dependency libraries:- There are
two libraries that we must always bring in. A li-
brary containing mathematical functions is called
NumPy and the library used to import and manage
the ‘CSV’ data sets is called Pandas.

Loading the data set:- In most cases, data sets
are offered in a csv format. Tabular data is stored
in plain text in a CSV file. In a file, every line
represents a data record. To read a local CSV file
as a data frame, the pandas library’s (read_csv)
function was utilized.

Handling Missing Data:- In real-world datasets,
handling missing data is a prevalent difficulty. Pre-
processing methods like imputation and the re-
moval of missing data or null values ensure that the
model is fed accurate and comprehensive data. For
a variety of reasons, data may be missing, and it
must be handled to prevent our machine-learning
model from performing worse. In addition, we
used “raw[’category’].fillna(0, inplace=True)” to
handle empty strings of class labels.

Data Cleaning:- is finding and fixing inaccura-
cies or flaws in the data.

Handling Outliers:- Anomalies that drastically
depart from the average might cause distortions in
the process of learning. Preprocessing techniques
such as transformation or scaling lessen the nega-
tive effects of outliers on model performance.

Data Encoding:- Since machine learning al-
gorithms usually operate on numerical data, it
is necessary to properly encode our text inputs
in numerical equivalent. To do so we have
specifically used the TF-IDF text vectorization
technique. It preserves the semantics and in-
stance positions in addition to converting the pro-
vided text into a numeric representation. How-
ever, in the case of converting ‘class label’,
we used the "to_numeric()" function known as
“raw[’category’] = pd.to_numeric(raw[’category’],
errors=’coerce’)”
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3.3 Model Selection and Experimentation

The selected machine learning model for this study
is a random forest. This is because several decision
trees are combined in a random forest, an ensemble
learning technique to produce predictions that are
more reliable and accurate (Tonja et al., 2022). In a
random forest, every decision tree is trained using
a random subset of features and a random sub-
set of the data (bootstrap samples). The diversity
among the individual trees is increased and over-
fitting is lessened by this randomization (Yigezu
et al., 2023b). During prediction, the ultimate re-
sult is established by combining all of the trees’
predictions, either by average (for regression) or by
majority voting (for classification). The capacity
to manage complicated datasets, high-dimensional
data, and non-linear interactions is a well-known
feature of random forests. They are also frequently
utilized in machine learning applications and are
less prone to overfitting than a single decision tree.

Experimental setup:- This section discusses the
details of the developmental tool and the depen-
dency libraries we used. For this research, we used
Jupyter Notebook3 which is the Integrated Devel-
opment Environment(IDE) of Python. After the
tool setup was finished, we imported the four basic
dependency libraries known as pandas, TfidfVec-
torizer, RandomForest, Joblib. Among those, the
first three(pandas, TfidfVectorizer, RandomForest)
are found in the Sklearn module. Pandas is used to
read CSV files from the local drive to a Python-run
environment, TfidfVectorizer is for converting text
data inputs into a numerical representation, and
Random-Forest is the principal algorithm to train
the input data based on the predefined class. Fi-
nally, joblib is a standalone module for saving the
trained model for later use.

4 Result and Discussion

The Random Forest based developed model classi-
fied the test dataset into two classes as they present
in training data.

Table 2: Class label test data overview of manually or by
annotator classified and machine or our model classified
classification distribution.

Class Manually classified Machine classified
Original 512 628

Fake 507 391
Total 1019 1019

From the Table 2 can understand that 116 in-
stances of the class ’Fake’ were incorrectly classi-
fied into the ’Original ’ class category. Here ’man-
ually classified’ in column_2 refers to the answer
key that has been released after the competition is
over, whereas the ’machine classified’ in column
_3 refers to our model. The test output was sent to
the organizers to test the performance of the model
in macro F1 metrics. According to the result pub-
lished, our model has achieved 0.71 macro F1. It
is also a promising result to the other code mixed
social media posts.

5 Conclusion

In this particular task, we have developed a classi-
fier to classify social media posts into two binary
classes, fake and original. The model has used the
Random Forest algorithm method. The numeric
features are extracted using TF-IDF techniques.
The newly developed model has been evaluated
with the new unseen test dataset and the results
also promising for other code mixed languages.

6 Future work

Since social media posts that classify fake news
are very critical, the jobs ought to be transferred to
other various languages. Furthermore, by offering
additional algorithms for the languages utilized
here and expanding the number of dataset sizes,
the performance of the suggested model in this
study should be enhanced.
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can bring linguistic variances that the current lan-
guage processing algorithms may not be able to
handle well enough, which could result in incor-
rect classifications. Future studies could improve
the model’s performance and generalization capac-
ities by addressing these linguistic issues. Notably,
out of all the participating systems, our method
achieved the 12th rank in the shared job. Our model
performs well in classifying Fake News comments
in code-mixed text, even in the face of competi-
tion from other participants and obstacles in the
competition. Furthermore, our work obeyed the
computational ethics2.
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