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Abstract
Over the past few years, research on hate speech
and offensive content identification on social me-
dia has been ongoing. Since most people in
the world are not native English speakers, unap-
proved messages are typically sent in code-mixed
language. We accomplished collaborative work
to identify the language of code-mixed text on
social media in order to address the difficulties
associated with it in the Telugu language sce-
nario. Specifically, we participated in the shared
task on the provided dataset by the Dravidian-
LangTech Organizer for the purpose of identify-
ing hate and non-hate content. The assignment
is to classify each sentence in the provided text
into two predetermined groups: hate or non-hate.
We developed a model in Python and selected
a BERT multilingual to do the given task. Us-
ing a train-development data set, we developed a
model, which we then tested on test data sets. An
average macro F1 score metric was used to mea-
sure the model’s performance. For the task, the
model reported an average macro F1 of 0.6151.

1 Introduction

India is a multilingual nation with a diverse linguistic
past in South Asia. As the official and administrative
language of the state of Andhra Pradesh in southern
India, Telugu is one of the most widely spoken lan-
guages in the country. having 96 million or more
Telugu speakers as native speakers(tel).

In addition to their native, local, or regional
tongue, many in the region feel at ease utilizing En-
glish for daily communication. These multilingual
people prefer to share their thoughts, opinions, and
comments on social media sites in several scripts
and/or languages, which makes code-mixing the
norm on social media(Priyadharshini et al., 2023b;
Chakravarthi et al., 2021; Priyadharshini et al.,

2023a). The spread of hate speech(Yigezu et al.,
2023b; Shahiki-Tash et al., 2023) and objectionable
content has far-reaching effects, increasing tensions,
encouraging discrimination, and widening societal
divisions as social media and online platforms be-
come an essential part of daily life in India. In light
of the pressing need to address such content, this
study attempts to manage the complexities of Tel-
ugu codemixed (B et al., 2024; Yigezu et al., 2022)
language by utilizing sophisticated natural language
processing (NLP) models, most notably BERT (Bidi-
rectional Encoder Representations from Transform-
ers) (Bade, 2021; Tonja et al., 2022). Sentiment
analysis (Kanta and Sidorov, 2023; Tash et al., 2023;
Bade and Afaro, 2018), a powerful tool in natural
language processing, often focuses on discerning
emotions conveyed in the text. When applied to
hate speech, it plays a crucial role in understanding
the underlying sentiment behind abusive language,
shedding light on the detrimental impact of hateful
expressions within the digital sphere.

The results of this work aim to establish a ba-
sic framework for continued attempts to prevent the
spread of damaging content, provide platforms with
efficient tools for moderation, and foster a more fa-
vorable and supportive online environment among
the diverse range of languages found in India’s digi-
tal space.

2 Related work

The identification of hate speech has grown in im-
portance in the social media and internet communi-
cation era. Due to the increase in hate speech occur-
rences, academics are investigating many approaches
to effectively address this problem, such as deep
learning (Yigezu et al., 2023a; Ahani et al., 2024),
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transformer-based models, Convolutional Neural
Network (Bade and Seid, 2018; sha), and machine
learning (Tash et al., 2022).

Traditional machine learning techniques played a
major role in the early stages of hate speech identi-
fication, laying the groundwork for later studies in
the area. Davidson et al(Devlin et al., 2018) made
a significant addition in 2017 by offering a data set
and a number of features created especially for the
detection of hate speech. This groundbreaking dis-
covery launched a trajectory of developments in the
field and signaled the beginning of systematic hate
speech detection research.

A crucial element of conventional machine learn-
ing methodologies was the feature engineering pro-
cess. Scholars employed attributes like n-grams, sen-
timent analysis, and lexical aspects to efficiently de-
pict textual content. Sentiment analysis assessed the
text’s emotional tone, whereas N-grams in particular
demonstrated how language is sequential. Lexical
features, which include language patterns and vo-
cabulary. Hate speech detection research was first
driven by traditional machine learning techniques,
which were crucial in laying the groundwork for fur-
ther advancements and offering insightful informa-
tion. The advent of more sophisticated strategies was
spurred by these systems’ limits in addressing lan-
guage complexity and context, despite their promis-
ing outcomes.

Zhang et al (Zhang and LeCun, 2015) introduced
a Convolutional Neural Network (CNN) model pre-
senting a novel method for detecting hate speech.
This model outperformed other approaches in terms
of performance. Because hate speech frequently
uses certain phrases, keywords, and linguistic clues,
CNNs are particularly good at identifying local pat-
terns within the text. In 2018 (Ribeiro et al., 2018)
presented a hierarchical attention-based model This
strategy focused on attention mechanisms and hierar-
chical representations in order to address the need to
record nuanced hate speech (Mathew et al., 2021) . A
more thorough examination of the substance of hate
speech was made possible by the use of hierarchical
attention models, which made it possible to examine
data at the word and sentence levels.

A breakthrough in natural language processing,
BERT (Bidirectional Encoder Representations from
Transformers) was introduced by Devlin et al (De-

vlin et al., 2018) in 2019 . The novel aspect of
BERT is its capacity to comprehend a word’s context
by taking the complete phrase into account. This
contextual awareness is especially important in the
complex and frequently subtle realm of hate speech.
BERT can more precisely and thoroughly identify
hate speech by collecting the entire context (Dowla-
gar and Mamidi, 2021) . The promise of BERT in the
area of hate speech identification was immediately
recognised by researchers. They efficiently used
BERT’s potent language understanding capabilities
to discern between hateful and non-hateful informa-
tion by honing it on hate speech data sets (Khanduja
et al.). Modern outcomes in hate speech identifica-
tion can be attributed to this adaptation.The Trans-
former family has grown ever since BERT was intro-
duced.

3 Data set and Task description

The task at hand focuses on hate speech classifi-
cation within a data set encompassing 4000 sen-
tences expressed in Telugu, represented both in na-
tive script and Romanized forms. Within this data set,
2061 sentences are categorized as non-hate, while
1939 sentences are designated as hate in the training
set1.Moreover, an additional test data set contain-
ing 500 sentences is provided, lacking categorized
labels. The primary goal of this task is to employ
BERT multilingual model to discern patterns from
the labeled training data in order to predict whether
the 500 test sentences fall into the categories of hate
speech or non-hate (Priyadharshini et al., 2023a; B
et al., 2024).

This classification task presents a significant chal-
lenge in analyzing and identifying hate speech within
Telugu text, considering the multilingual aspect in-
volving both native script and Romanized forms.
With a substantial dataset comprising labeled exam-
ples of hate and non-hate speech, machine learning
models can be trained to recognize intricate patterns,
linguistic nuances, and context-specific features as-
sociated with hate speech (Marreddy et al., 2022).

1https://codalab.lisn.upsaclay.fr/competitions/
16095
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Figure 1: counts for hate and non in training data set

Figure 2: Percentage Distribution of Labels

4 Data preprocessing

During the preprocessing phase of our data, a series
of crucial steps were undertaken to enhance the qual-
ity and applicability of the text data for hate speech
identification and other Natural Language Processing
(NLP) tasks. A key focus was placed on text prepro-
cessing, involving the removal of special characters,
numeric digits, and emoticons. Emojis, despite of-
ten expressing emotions or nonverbal cues, were
eliminated from the text due to their limited contribu-
tion to semantic meaning in text analysis. Moreover,
special characters and numerical digits were also
omitted from the text corpus. These elements were
considered as they could potentially complicate later
processing stages and generally convey minimal lin-
guistic information within NLP tasks. The primary
objective behind this meticulous cleaning procedure
was to streamline the text data, reducing noise and
irrelevant features, while retaining a more refined
and cohesive representation suitable for subsequent
analysis or model development.

5 Training the Model

5.1 Model Description
In our hate and offensive language task, we utilized
the BERT (Bidirectional Encoder Representations
from Transformers) multilingual Transformer (De-
vlin et al., 2018), a sophisticated language model
renowned for its contextual understanding of text
across various languages. Through the adoption
of this different model architecture, our approach
involved comprehensive experimentation aimed at
fully harnessing the capabilities of this advanced
technology within our task domain. The overarching
goal was to create a robust and precise system for
detecting and categorizing hate speech accurately.

By leveraging the BERT multilingual Transformer
model, our objective revolved around developing a
highly capable system capable of recognizing and
effectively classifying hate speech content. Through
thorough exploration and experimentation with this
model, our focus was on identifying the most opti-
mal architecture and configurations that would yield
superior performance in the identification and mitiga-
tion of hate and offensive content within textual data.
This process involved fine-tuning the model param-
eters, experimenting with various training method-
ologies, and optimizing the model’s ability to com-
prehend and categorize hate speech expressions, ulti-
mately aiming for heightened accuracy and efficiency
in the detection and classification process. The uti-
lization of the BERT multilingual Transformer repre-
sented our concerted effort to leverage cutting-edge
technology, exploring its potential to enhance the ef-
ficacy of hate speech identification systems through
state-of-the-art natural language understanding and
classification capabilities (Sohn and Lee, 2019).

5.2 Training the Model
5.2.1 Data Splitting
The data set is initially divided into a training set and
a validation set and testing set, where in 70 percent
of the labeled data is allocated for training the BERT
multilingual model and 10 percent for validation.
This substantial portion serves as the foundation for
the model to learn and extract patterns, linguistic nu-
ances, and hate speech indicators from the provided
Telugu codemixed text. The model undergoes the
training process using this data to adjust its param-
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eters and optimize its understanding of hate speech
expressions.

Simultaneously, a smaller subset, constituting 20
percent of the labeled data set, is set aside as the
validation set. This portion is crucial for fine-tuning
the model’s performance and validating its effective-
ness. The validation set assists in adjusting hyper
parameters, evaluating the model’s performance on
unseen data, and preventing over fitting, ultimately
enhancing the model’s generalized. It provides a
means to measure how well the model learns from
the training data and how effectively it can predict
hate speech occurrences in new, unseen instances of
codemixed Telugu text.

Finally, the unlabeled test data, separate from the
training and validation sets, serves as a means to
assess the model’s real-world performance. This data
set, containing instances of Telugu codemixed text
without labeled categories, enables the evaluation of
how well the trained BERT multilingual model can
generalize its learning and accurately.

5.2.2 Training Parameters for the Model
The training process of the BERT multilingual model
involves several critical parameters aimed at opti-
mizing its learning from the data set while ensuring
computational efficiency and convergence stability.
Primarily, the choice of 3 epochs for training iter-
ations indicates that the entire labeled data set is
iterated through the model 3 times.

The batch size, set at 32, determines the number
of data samples processed simultaneously in each
iteration during training. The learning rate, specified
as 1e-5, governs the size of parameter updates during
training. A lower learning rate typically facilitates
more precise updates but might prolong the training
process.

Additionally, determining the update size involves
settings that regulate how the model’s parameters
are adjusted based on the calculated gradients dur-
ing training. These settings aim to strike a balance
between stability and efficiency during the model’s
learning process.

While these parameters have been set to strike a
balance between computational efficiency and con-
vergence stability, optimizing these settings might
further enhance the model’s performance in recogniz-
ing hate and offensive content. Fine-tuning param-

eters such as the learning rate, batch size, training
epochs, or update size could potentially refine the
model’s accuracy.

6 Evaluation Metrics and Results

The F1-score, computed as the harmonic mean of
precision and recall, provides a balanced assessment
by considering both metrics. Achieving a macro
F1-score of 0.6151 in our task indicates a moder-
ate level of overall performance, suggesting a rea-
sonable balance between precision and recall across
multiple classes. This metric signifies the model’s
effectiveness in correctly identifying hate and offen-
sive content in a multi-class classification scenario,
highlighting its general capability in accurately cate-
gorizing various classes within the data set.

7 Error Analysis

The BERT multilingual model applied to Telugu hate
speech exhibits notable accuracy, particularly in cor-
rectly identifying true positives. However, a signif-
icant challenge arises with false positives, misclas-
sified instances even in a balanced dataset. This pat-
tern necessitates thorough analysis and adjustments
in the model’s discriminatory capabilities. Compre-
hensive evaluations on validation and test sets are
essential for assessing the model’s adaptability. Pro-
posed strategic modifications involve fine-tuning pa-
rameters and scrutinizing false positive occurrences
to enhance overall accuracy and efficacy.

8 Limitations

Challenges in a Telugu language dataset include lim-
ited resources hindering preprocessing techniques.
The dynamic nature of evolving fake news poses
adaptability issues for models trained on historical
data. Identifying relevant features for effective train-
ing is challenging, particularly in a language with
unique linguistic characteristics not well-captured by
standard NLP techniques.

9 Conclusion

Utilizing the BERT model, this study focuses on
detecting Hate and Offensive Language within Tel-
ugu Codemixed Text, achieving a macro F1-score
of 0.6151. It showcases the model’s proficiency in
identifying hate speech amidst the intricate linguistic
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composition of Telugu codemixed text. Despite this
success, the research underscores the imperative for
continual improvement in both model architecture
and data set expansion to heighten the accuracy of
hate speech detection. The study serves as a founda-
tional milestone, laying the groundwork for future ad-
vancements. It sets a benchmark for the development
of more sophisticated and sensitive systems crucial
for accurately identifying and mitigating harmful in-
formation present in multilingual digital realms. This
work not only validates the potential of the BERT
model but also emphasizes the ongoing need for re-
finement and innovation in combating hate speech in
diverse linguistic contexts.

10 Future work

The future work for this task involves enhancing
the existing framework through various approaches.
It includes refining model architectures tailored for
codemixed languages, diversifying and augmenting
data sets, fine-tuning model parameters, exploring
multimodal approaches, ensuring cultural sensitiv-
ity, implementing real-time detection systems, and
establishing standardized evaluation metrics. These
efforts aim to develop more effective and culturally
sensitive mechanisms for detecting hate speech in
Telugu codemixed text, fostering safer and more in-
clusive digital spaces.
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