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Abstract
Text simplification seeks to improve readability while retaining the original content and meaning. Our study
investigates whether pre-trained classifiers also maintain such coherence by comparing their predictions on
both original and simplified inputs. We conduct experiments using 11 pre-trained models, including BERT and
OpenAl's GPT 3.5, across six datasets spanning three languages. Additionally, we conduct a detailed analysis of
the correlation between prediction change rates and simplification types/strengths. Our findings reveal alarming
inconsistencies across all languages and models. If not promptly addressed, simplified inputs can be easily exploited

to craft zero-iteration model-agnostic adversarial attacks with success rates of up to 50%.
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1. Introduction

Automatic text simplification (ATS) is a popular nat-
ural language processing task that creates texts in
plain language, preserving the original message of
the source text. Plain or simplified language is a
version of the English language with reduced text
complexity and uses only well-known vocabulary.
This simplified version aims to increase accessi-
bility and, thus, gives people with learning impair-
ments or reading difficulties access to information
on the internet (Martin et al., 2022). While simpli-
fications must alter some text features to reduce
its overall complexity, they should still preserve
the original source’s content. Indeed, content co-
herency between the original source and simplified
output is a core element of text simplification, span-
ning across various aspects (sentiment, emotion,
topic, etc.) (Saggion and Hirst, 2017). For instance,
if a strong sentiment or emotion, e.g., anger about
something, is conveyed in the original text, this
emotion should also be perceivable in the simpli-
fied version as well.

In line with this thought, this paper investigates
whether models also exhibit this coherent behav-
ior and assesses pre-trained classifiers and recent
large language models (LLM) like GPT3.5 on origi-
nal and simplified texts. For this, we exploit text sim-
plification corpora across different languages, let
the models classify content-related features such
as the addressed topic, emotion, or sentiment, and
analyze potential variations in these labels.

Our results show that models change their pre-
dictions for up to 50% of the samples, depending
on the language and task used. Figure 1 shows
an example of an incoherent model behavior on
a manually created sample. The simplified ver-
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Figure 1: Manually created sentence pair. The
simplified version simplifies the word “conference”
but preserves the meaning and neutral sentiment
of the original sentence. However, a pre-trained
emotion classifier behaves incoherent and predicts
a different label for the simplified sentence.

sion replaces “conference” with “science meeting”.
Apart from that, both versions convey the same
message and sentiment. Nevertheless, a pre-
trained emotion classifier assigns different labels
to the two samples. By using human-created or
human-aligned simplification corpora, we can en-
sure that our benchmark samples are natural and
that humans consider them meaning-preserving
and valid alterations.

Therefore, our contribution can be summarized
as follows:

* We compile a strict selection of human-
created or human-aligned simplification
datasets as model consistency benchmarks.
This ensures the naturalness and correctness
of our benchmark samples.

» We test pre-trained classifiers for their pre-
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diction consistency on normal and simplified
language, covering multiple tasks across dif-
ferent languages to give extensive insight into
the models’ shortcomings.

Results show concerning discrepancies be-
tween the model behavior on normal and sim-
plified inputs. If not addressed, these discrep-
ancies can be easily exploited to produce zero-
iteration model-agnostic adversarial attacks
with a success rate of up to 50%.

2. Background and related work

Previous work by Elazar et al. (2021) defined
model consistency as follows: Given two equiva-
lent paraphrases, a consistent model creates non-
contradictory predictions for both of them. In their
study, they probed language models with cloze-
phrases and evaluated whether the predictions for
the original and a paraphrase prompt were similar.
The models produced contradicting predictions for
39%-51% of the samples, depending on the model.
We extend the consistency definition by Elazar et al.
(2021) to classification tasks and deem a model
consistent if it assigns the same label to both ver-
sions.

Our work is inspired by model robustness checks
with adversarial attacks. To create an adversarial
attack, a pre-trained classification model f, text
samples z;, and model predictions f(z;) = y; are
given. Then, the attacker tries to find adversar-
ial samples 2’ that fool the model to change its
prediction compared to the original sample, hence
f(xh) = v; # y;. The changes to the original sam-
ple = should be minimal and not change its ground
truth. In addition, humans should perceive the al-
teration as valid and natural (Qi et al., 2021). If a
model changes its prediction for the sample 2/, it
is considered sensitive to the specific adversarial
attack.

Approaches to adversarial attacks can be classi-
fied based on their knowledge of the target model.
In a white-box scenario, the attacker has full ac-
cess to the model and can optimize perturbations
using its output and gradients to find adversarial
samples. Black-box attacks, on the other hand,
only have access to predictions without further
model information (Yoo et al., 2020). Blind or zero-
iteration attacks lack any model feedback and can
only apply one perturbation step to deceive the
model. This study adopts a zero-iteration setting
to assess model sensitivity to text simplification
perturbations.

Similar to our objective, Van et al. (2021) ex-
amined how NLI models change their predictions
when the samples are pre-processed by an au-
tomatic simplification model and observed a per-
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formance drop of up to 50%. We extend this re-
search to further tasks and languages. Another
study investigated whether models are robust to
text-style transfer attacks. Qi et al. (2021) utilized
a pre-trained style transfer model to transfer com-
mon datasets for sentiment or topic prediction, e.g.,
into Twitter, bible, or poetry language style. In
most cases, at least one style adaption yielded the
model to alter its prediction. However, a human sur-
vey found that many transfers altered the ground
truth of samples, indicating that changing predic-
tions was appropriate behavior. To avoid unnatu-
ral paraphrases that change the samples’ ground
truth, we rely on human-supervised datasets for
model coherence checks instead of generating ad-
versarial samples with pre-trained simplification
models.

3. Methodology

This paper examines whether models maintain a
consistent behavior when dealing with normal and
simplified texts. For this, we investigate whether
and to what extent human-created simplification
datasets can lead to output changes in pre-trained
models published to the Hugging Face model hub
(Wolf et al., 2020). We assume that although the
altered text style is perceptible to humans, it is still
a natural and meaning-preserving paraphrase of
the original. Simplifications are targeted toward
people with lower reading understanding capabili-
ties. As such, the simplifications should reduce the
complexity of the text but still preserve the topic
or sentiment conveyed in the original texts. We
expect simplification corpora, used to train ATS
systems, to reflect this aspect.

In our experiments, we test various classifica-
tion tasks covering topic, emotion, fake news/tox-
icity, and sentiment prediction. For all of them,
we expect the original and simplified text to have
the same content-related features and, thus, get
the same labels from the classifiers. The specific
tasks vary across languages, depending on the
availability of pre-trained models for the respec-
tive language. In the following, we introduce the
models under test, our selected datasets, and their
pre-processing.

3.1. Models

Table 1 shows the pre-trained classification mod-
els we selected from the Hugging Face model hub
(Wolf et al., 2020). Not all classification tasks are
suited for our experiments as some text features in
the simplified versions, for example, the complexity,
are altered on purpose. Therefore, we selected
only content-related prediction tasks like topic or
sentiment classification. Furthermore, we picked



Prediction task Model #Classes Domain Benchmark
English

Topic bert-agnews (Lee, 2023) 4 news 94%*

Sentiment bert-base-multilingual-uncased- 5 online 67%"
sentiment (NLPTown, 2020)

Emotion emotion-english-distilroberta-base 7 diverse 62%*
(Hartmann, 2022)

Fake news roberta-fake-news-classification 2 news 100%*
(Benyamina, 2022)

German

Topic bert-base-german-cased-gnad10 9 news 68%"
(Lai-King, 2021)

Sentiment german-news-sentiment-bert (LUdke 3 news 96%*
et al., 2021)

Toxicity distilbert-base-german-cased-toxic- 2 social media 78%*
comments (Buschmeier, 2022)

ltalian

Topic it5-topic-classification-tag-it (Papucci, 10 online 57%
2022)

Sentiment feel-it-italian-sentiment (Bianchi et al., 2 twitter 84%*
2021)

Emotion feel-it-italian-emotion (Bianchi et al., 4 Twitter 73%*
2021)

Table 1: Pre-trained classifiers used to perform different classification tasks. The classifiers vary in their

number of classes and training data domain.

* performance copied from the Hugging Face model page

models with varying numbers of classes to exper-
iment with different task difficulties and tried to
reflect the datasets’ domains to avoid misclassi-
fications due to domain mismatch. However, we
could not always find models with matching do-
mains and, thus, preferred a mismatching domain
over skipping the task in the respective language.

As expected, the English language has the high-
est availability of pre-trained models, and we found
models with matching domains for all four tasks.
For German, we found in-domain classifiers to pre-
dict the sentiment and topic but not for fake news or
emotion prediction. To counteract the low availabil-
ity of suited models, we included a toxicity classifier
that detects toxic comments on social media data.
Finally, for ltalian, we could only find an in-domain
topic classifier and had to include an out-of-domain
emotion and sentiment classifier.

As shown in Table 1, the models show differ-
ent performances on relevant benchmark datasets.
For most of the model evaluations, we used the test
set accuracies reported in the respective model
pages on the hub. Only for the Italian topic classi-
fier, no score was reported. Therefore, we evalu-
ated the model on the TAG-it test set (Cimino et al.,
2020) ourselves.

3.2. Datasets

A simplification corpus contains texts in stan-
dard language aligned with their simplified ver-
sion. These texts can be sentences or paragraphs,
and the simplifications span from replacing single
words to completely rewriting the text.

While there exists a collection of simplifica-
tion corpora across many languages (Ryan et al.,
2023), we had specific requirements for our bench-
mark datasets. First, we selected only datasets
where humans created the texts or alignments to
avoid label changes due to misalignments. Sec-
ond, a paragraph can address different topics and
have multiple sentiments, resulting in ambiguous
classifications. Hence, we only selected sentence-
level datasets where the simplifications had a large
enough overlap with the original version. In addi-
tion, we restricted ourselves to corpora with multi-
ple levels of simplifications to examine whether the
strength of the simplification had an impact on the
prediction change rates. Moreover, the availability
of pre-trained classification models limited the lan-
guage diversity. Finally, we compiled a benchmark
dataset for investigations in English, German, and
Italian.

Table 2 shows the datasets we selected for your
study. For English, we used Newsela (Xu et al.,
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#Simplification

Dataset Domain levels #Samples
English

Newsela EN (Xu et al., 2015) news 4 61k
German

TextComplexityDE (Naderi et al., 2019) wikipedia 2" 249

DEplain (Stodden et al., 2023) online 2 1.846
ltalian

Simpitiki (Tonelli et al., 2016) wikipedia 1 1.163

AdminIT (Miliani et al., 2022) wikipedia, government 2" 736

Terence/Teacher (Brunato et al., 2015) online, literature 2" 1.146

Table 2: Simplification datasets used to retrieve adversarial data with their number of simplification levels
and covered domains. Datasets with the number of simplification levels marked with a * differ from their

original version.

2015), the gold standard for English simplification
(Martin et al., 2022): This dataset was created
by language experts and consists of sentences
from news articles that were simplified into four
different levels, where V1 is the mildest and V4 the
strongest simplification.

For German, we selected multiple datasets. The
TextComplexityDE dataset by Naderi et al. (2019)
consists of sentences from Wikipedia and their sim-
plified versions. The simplifications were obtained
from native speakers and are annotated by their
simplification strength. Initially, the dataset has
three simplification levels. However, we discarded
the sample annotated with “could not be simplified”,
resulting in the simplification strengths slightly sim-
plified and strongly simplified. The second cor-
pus, DEplain (Stodden et al., 2023), is compiled
from online articles with document- and sentence-
level alignments. We picked the test split of the
sentence-level dataset. The samples in the dataset
were aligned manually and were annotated by their
CEFR language level (Council of Europe, 2001).
The original samples are at level B2 or C2 and sim-
plified into A1 or A2. To match the simplification
levels of the TextComplexityDE data, samples with
an original language level of B2 are considered
slight simplifications, while samples with original
level C2 are strong simplifications.

We investigate three different simplification cor-
pora for ltalian. Simpitiki (Tonelli et al., 2016) uses
the edit history of ltalian Wikipedia to select edits
with the annotation “simplification”. The authors
manually labeled the samples by their simplifica-
tion operation and removed non-simplified versions.
The second corpus, AdminIT (Miliani et al., 2022),
contains a subset of the Simpitiki data and sen-
tences from ltalian municipality homepages. The
samples are categorized into three simplification
strategies: samples with the label OP show only
a single simplification operation like sentence split
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or lexical substitution, while other samples were
either manually rewritten (label RS) or manually
aligned based on simplified documents (label RD).
We grouped the later categories together, yielding
two levels of simplifications present in the corpus:
single simplification operation and more complex
rewritings. The final dataset consists of two subcor-
pora, the Terence and the Teacher corpus (Brunato
et al., 2015). Terence is created from books for chil-
dren that were simplified manually. In contrast, the
Teacher corpus contains original/simplified texts
from educational homepages for teachers. Both
datasets were manually annotated by their simplifi-
cation operations. We divided the total number of
annotations per text by the number of sentences
and grouped the samples into two simplification lev-
els, one with one or fewer simplification operations
per sentence and one with multiple.

4. Evaluation

For each sample in the text simplification corpora,
we obtained each classifier’'s prediction for the orig-
inal and the simplified text and compared their pre-
dictions. For our consistency analysis, we do not
evaluate whether any of the classifiers predicts a
wrong label. We expect the classifiers to label all
samples the same, whether they are the original or
simplified versions. If the predictions deviate, we
consider the respective classifier inconsistent with
these samples. We then counted the number of
samples with deviating predictions and compared
the counts to the full dataset size to obtain the
prediction change rate (PCR) for each classifier.
Figure 2 shows the PCRs for all classifiers across
different languages. We observe rates around 20%
on average and up to 50% for English Newsela.
These change rates are high, especially consider-
ing that the simplified samples are created without
any knowledge of the models and can thus be con-
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Figure 2: Prediction change rates across different languages and tasks, sorted by the simplification
strength of the samples. All classifiers show more deviating predictions the stronger the simplification
strength. Overall, the English models are least coherent.

sidered model-agnostic adversarial samples. They
are used for all classifiers simultaneously. Other
works that limited the number of model-specific
changes to the sample achieved only prediction
change rates below 10% (Yoo et al., 2020, Fig. 2).

A common trend across all languages is that the
model is more likely to change its prediction the
stronger the simplification is—i.e., the more sim-
plification operations are performed. Comparing
the topic classifiers among all languages (green
curves in Figure 2), the English classifier has four
classes with an accuracy of 94% and is sensitive
to simplification in more than 30% of the time,
while the ltalian topic classifier has ten classes
with an accuracy of only 57% that only shows de-
viating predictions for 10% of the samples. This
indicates the number of labels and the classifier’s
performance seems to have little impact on the pre-
diction change rate. Similarly, the Italian models
have a strong domain mismatch (Wikipedia data
vs. Twitter-trained models), while the English data
and most of the models are from the news domain.
Nevertheless, the English models are more easily
affected by simplified inputs. Overall, the human-
created or human-aligned samples in the different
simplification corpora evoke an alarming amount
of prediction changes.

In the following sections, we discuss further ex-
periments to investigate factors influencing clas-
sifiers behavior (sections 4.1 - 4.4) as well as ex-
amine whether s.o.t.a. LLMs like OpenAl's GPT
models (OpenAl, 2023) are also sensitive to sim-
plifications (section 4.5).

4.1. Edit distances

As stated before, the prediction change rates in-
crease with a higher level of simplification. An
obvious assumption would be that this is due to
increasing differences between the original and
simplified samples, especially since higher-level
simplifications sometimes remove parts of the orig-
inal information. To verify this assumption, we cal-
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culated the Levenshtein distances, normalized by
the original sample’s lengths, between the original
and simplified versions using the Python Leven-
shtein' package. In Figure 3, these ratios are cor-
related with the number of classifiers that changed
their prediction for the respective sample. Some
samples have a normalized distance larger than 1,
e.g., when an explanation is added in the simplified
version. Among all languages, the German sam-
ples have the highest ratios. For all languages, the
samples with no prediction change have the small-
est normalized distances. However, the average
distance for samples with two or more classifiers
with prediction changes stays the same or even
decreases. Overall, we observe a Spearman corre-
lation of 0.34 for English, 0.35 for German, and 0.34
for ltalian between the normalized Levenshtein dis-
tance and the number of classifiers with changing
predictions?. Therefore, only a weak correlation
exists between the normalized distance and co-
herency of the models. This indicates that the sim-
plification operation and the choice of vocabulary
to simplify the samples are more relevant to the
classifiers than the pure number of edit operations
or parts removed from the original sentence.

4.2. Reducing task complexities

Fine-grained emotion and sentiment prediction
tasks can be difficult and may induce some am-
biguity for the models. The English emotion and
sentiment classifiers have seven and five classes,
respectively. To control for these potential ambigui-
ties, we reduced the number of classes and, thus,
the task complexities. For the emotion task, we
summarized all negative emotions, like anger, dis-
gust, fear, sadness, and surprise, into a negative

"https://rapidfuzz.github.io/
Levenshtein/levenshtein.html#distance

2p-values are 0.0 (en), 8.5e—65 (de), and
1.4e—85 (it); calculated with SciPy: https:
//docs.scipy.org/doc/scipy/reference/
generated/scipy.stats.spearmanr.html
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Figure 4: Predictions change rates for tasks with
reduced number of classes. The reduced tasks
have a better performance but are still susceptible
to simplifications.

class. The only positive class, joy, and the neutral
class were kept, resulting in a three-class classifi-
cation task with which we can detect emotion flips.
For the sentiment task, we calculated the top-2 ac-
curacy. That is, a prediction was only considered
as a deviating prediction if the difference was at
least two steps (e.g., strongly negative vs. nega-
tive is no prediction change, but strongly negative
to neutral is). Figure 4 shows how the classifier
predictions change for these reduced tasks com-
pared to the original tasks. The prediction change
rate drops by five percentage points for the emo-
tion tasks and more than 20 percentage points for
the sentiment task. The rate is still higher with in-
creased simplification strength. We conclude that
the difficulty and ambiguity of the classification task
can influence the prediction change rate. Neverthe-
less, even with the reduced tasks, the classifiers
still perform inconsistently with simplified versions.
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4.3. Simplification operations

We further investigated which simplification opera-
tions especially tempt the classifiers to change their
predictions. For this, we utilized the ltalian Simpli-
tiki corpus (Tonelli et al., 2016). The samples in this
corpus are annotated by the operation performed
to obtain the simplified version. These operations
can be on the word level, such as deletion or re-
placement of single words, or on the phrase level,
for example, splitting a sentence into two or trans-
forming the verbal voice. Samples with word-level
changes are closer to their original than phrase-
level ones. Therefore, we expected the word-level
operations to result in lower change rates. How-
ever, Figure 5 shows that they are on par or lead
to even more prediction changes than the phrase-
level simplifications. Word substitution is a combi-
nation of word deletion and insertion and, as such,
has the highest PCR of all word-level perturbations.
As such, replacing a word with its synonym has
been used as word-level adversarial attacks be-
fore (Chiang and Lee, 2023). On the phrase level,
merging two sentences does not affect the senti-
ment and topic classifiers. Yet, the topic classifier
is sensitive to the information order, exhibiting the
highest PCR of almost 20
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Figure 5: Prediction change rate of different sim-
plification operations as annotated in the Italian
Simpitiki corpus (Tonelli et al., 2016).

4.4. Masking named entities

Named entities (NE) can strongly impact the senti-
ment or topic of a phrase as, sometimes, they only
occur in a particular context. In simplified language,
NEs are sometimes generalized or removed. To
test which influence named entities have on the
models’ prediction consistency, we compared the
predictions when masking the named entities.

We utilized Spacy (Honnibal et al., 2020) to de-
tect named entities in our original and simplified
phrases. We searched for tokens with a tag in
this list: [EVENT’, 'GPE’, 'LANGUAGE’, 'LAW’,



‘LOC’, 'NORP’, 'ORG’, 'PERSON’, 'PRODUCT’,
'WORK_OF_ART’]. If such a token was found,
we masked it by replacing it with the placeholder
“NAME”. With this, the NE in the aligned pairs are
the same and do not impact the classification out-
come.
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Figure 6: Comparison of prediction change rates
of masked (solid) and unmasked (dashed) named
entities on the English Newsela corpus. It depends
on the task if NE masking increases or decreases
the PCR.

In Figure 6, we compare the performances of
the classifiers on the named-entity-masked and
unmasked data. For the fake news and emotion
classification tasks, masking the named entities
reduces the prediction change rates. In contrast,
for the topic prediction task, the masking even in-
creases the change rates, probably because the
sentences become more ambiguous. Therefore, it
depends on the classifier and its task whether the
possibly changing NEs in the simplifications impact
its consistency.

4.5. ChatGPT

OpenAl's GPT models (OpenAl, 2023) are among
the NLP models displaying the strongest capabil-
ities in terms of generalization and performance.
Hence, we also examined whether these models
are sensitive to our simplifications. We used the
OpenAl API to query the gpt-3.5-turbo model
and predicted samples from the Newsela dataset
in a one-shot manner. We prompted each sample
individually to avoid biases due to previously seen
non-simplified versions. We probed the same tasks
with the same labels as the English models from
the Hugging Face model hub described above. In
addition, we asked the model to return a dictionary
with all predictions simultaneously and set the tem-
perature parameter to zero. The full prompt can
be found in Figure 7. Due to the long processing
time of an API request and financial limitations, we
restricted ourselves to English and only classified
the first 1000 samples per simplification level.
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{"role": "system", "content": "You are
an assistant designed to label news
texts. Users will paste in a string

of text and you will respond with
labels you’ve extracted from the
text as a JSON object. The topic
must be one of world, sports,
buisiness or sci/tech. The
sentiment is on a scale from 1 to 5

stars. Fake news can be true or
false. Emotion can be one of anger,
disgust, fear, joy, neutral,

sadness or surprise"},

{"role": "system",
"example_user", "content": "Predict
the sentence: Even a big first-day
jump in shares of Google (GOOG)
couldn’t quiet debate over whether
the Internet search engine’s

"name" :

contentious auction was a hit or a
flop."},
{"role": "system",
"example_assistant",
"topic’: ’'sci/tech’,
"sentiment’: ’2 stars’,
" fake_news’: False,
"emotion’: ’sadness’}"},
f"Predict
{sentence}l"}

"name" :
"content": "{

{"role":"user", "content":

the sentence:

Figure 7: OpenAl system description for our one-
shot classification approach.

Figure 8 shows the prediction change rates on
this subset. We compare different simplification lev-
els and tasks for the ChatGPT model and our Hug-
ging Face classifiers. The classification change
rates for the fake news detection task decrease
significantly compared to the model by Benyamina
(2022). The PCRs for the other models decrease
slightly, and the emotion classification is almost on
par with the Hugging Face classifier in the strong
simplifications. As we have seen before with the
task-specific models, the changes increase with
stronger simplification levels. Therefore, even Chat-
GPT is not robust to text simplification and makes
incoherent predictions.

5. Discussion

This paper shows that even s.o.t.a models like
GPT3.5 are sensitive towards text simplification
as a special form of text style transfer and pro-
duce incoherent predictions for texts and their sim-
plified versions. We observe this behavior on
human-generated or human-aligned text simpli-
fication datasets. That means that our samples
were validated by humans before and, thus, should
be natural, grammatically correct, and meaning-
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with OpenAl's GPT 3.5. Especially for the emotion
and the sentiment task, GPT is only slightly more
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preserving. However, previous work by Devaraj
et al. (2022) has shown that even human-curated
simplification datasets can contain factual errors.
While pre-processing and filtering those datasets
seems promising for text simplification training (Ma
et al., 2022), we worked with the original dataset
versions. Therefore, it is possible that some of the
labels change due to factual errors in the datasets.
Unfortunately, such investigations only exist for En-
glish corpora. Assuming that the corpora in other
languages are of higher factuality, this could ex-
plain why the English classifiers showed the high-
est prediction change rates even though English
is usually the best-resourced language with top
performance.

We tried to select well-documented classifiers
with high accuracy rates. Still, the classifiers
show varying performance on relevant benchmark
datasets and, thus, potentially produce misclas-
sifications. While our experiments show that the
language with the strongest domain mismatches
and weakest classifiers, Italian, has the lowest pre-
diction change rates, we can not guarantee that
the models do not misclassify some of the sam-
ples. Nevertheless, for our investigation, the actual
label is not important as we are only interested in
whether the labels for the original and simplified
versions change. Even if the initial classification is
wrong, consistent models should still produce the
same label for all simplifications.

We observe alarmingly high prediction change
rates across all languages and even OpenAl’'s GPT-
3.5 model. This suggests that the pre-training
data of these models lack samples in simplified
language and, thus, that there is still only little in-
formation available in plain language. Increasing
internet accessibility and, hence, increasing the
amount of data in simplified language is the most
promising approach to improving plain language
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understanding in language models. If such inco-
herence is not addressed, our findings empirically
show that simplification can easily be exploited as
a zero-iteration model-agnostic adversarial attack.
Attackers would only need to simplify any input text
to achieve success rates of up to 50% with little
effort.

6. Conclusion

In this paper, we have investigated how coher-
ent models perform on simplified texts. We
have shown that different classifiers across multi-
ple languages struggle with plain language sam-
ples and exhibit incoherent behavior. Such in-
coherency seems to affect also s.o.t.a LLMs like
OpenAl's GPT3.5, which are not robust to simpli-
fications from our benchmark datasets. We ex-
ploited human-created or human-aligned text sim-
plification corpora to ensure natural and meaning-
preserving samples. In this setting, we have ob-
served prediction change rates of more than 40%,
indicating a severe lack of plain language under-
standing in pre-trained language models.

In future studies, we aim to expand our exper-
iments to include more languages and settings
involving automatically generated simplifications.
Additionally, we believe that improving model coher-
ence on simplified inputs can be achieved through
human-preference tuning techniques—such as
RLHF and DPO—and we encourage researchers
to explore this direction further.

Ethical considerations

We investigated whether model predictions change
between original and simplified versions of the
same text. Our findings can be valuable for iden-
tifying models’ shortcomings and improving their
robustness. However, our results can potentially be
misused as adversarial attacks, and as such, they
can threaten applications based on large language
models. However, in our approach, we only re-use
existing corpora and do not craft a new adversarial
threat.

Especially for people with reading difficulties, the
availability of information in plain language is cru-
cial. Our experiments demonstrate that pre-trained
language models are sensitive to plain language
and that simplified samples are still underrepre-
sented in pre-training corpora. This can cause
severe problems when these people use LLM appli-
cations such as ChatGPT. Hence, we ask content
creators and data scientists to remember the need
for plain language and provide resources accord-

ingly.



Data/Code availability statement

Our work utilizes existing text simplification corpora.
These corpora are publicly available except for the
English Newsela corpus (Xu et al., 2015). In ad-
dition, we publish our experiment code and links
to these corpora at https://github.com/MiriUll/LLM-
consistency-simplification.
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