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Abstract

Reading movements and times are a precious cue to follow reader’s strategy, and to track the underlying effort in
text processing. To date, many approaches are being devised to simplify texts to overcome difficulties stemming
from sentences obscure, ambiguous or deserving clarification. In the legal domain, ensuring the clarity of norms
and regulations is of the utmost importance, as the full understanding of such documents lies at the foundation of
core social obligations and rights. This task requires determining which utterances and text excerpts are difficult for
which (sort of) reader. This investigation is the aim of the present work. We propose a preliminary study based on
eye-tracking data of 61 readers, with focus on individuating different reader profiles, and on predicting reading times
of our readers.
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1. Introduction

The certainty of law and equality in accessing legal
sources are basic pillars of democratic systems:
since legal and normative production is predomi-
nantly written, the analysis of these sources is cru-
cial, and Natural Language Processing (NLP) may
be also central in analyzing legal documents. Vari-
ous NLP applications have been carried out in the
legal domain, including summarizing legal docu-
ments, question answering systems, named entity
extraction, and various types of judicial support sys-
tems. A comprehensive and detailed review and
discussion of the relationship between AI (at large,
but also including NLP applications) and law has
been recently proposed by Villata et al. (2022).

Legislative and regulatory production may con-
tain complex, highly specialized language, lengthy
and convoluted sentences that are challenging to
grasp. It is featured by specific semiotic and lin-
guistic conventions, vocabulary, semantics, syntax
and morphology that may result as difficult to un-
derstand by laypeople with no domain expertise. It
is thus inherently harder to process than ordinary
language: for example, legal documents such as
SEC contract clauses (Tuggener et al., 2020) were
compared to Simple English Wikipedia (Coster and
Kauchak, 2011), and it was observed that legal
clauses contain seven times as many tokens than
those from Wikipedia, are featured by sentences
over three times longer, and by more complex parse
trees, as reported by Garimella et al. (2022). Text
simplification may then provide valuable insights
to legal professionals, and to laypeople lacking of
domain expertise, as well. A preliminary issue,
connected to textual simplification, is that of char-

acterizing what is either obscure, ambiguous or
deserving clarification, thereby needing to be refor-
mulated. Some general readability indexes exist,
building on basic parameters such as the number
of sentences, the number of words, and the num-
ber of syllables, such as, e.g., the Flesch–Kincaid
Grade Level (Kincaid et al., 1975; Leroy and Endi-
cott, 2012) —which was also adapted to the Italian
language (Piemontese et al., 1996)—, the Dale-
Chall scores (Williams, 1972), and more global
scoring approaches jointly considering lexical, mor-
pho–syntactic and syntactic features (Dell’Orletta
et al., 2011). However, no decisive evidences have
been reported, nor models have been proposed
able to explain the mechanisms underlying reading
comprehension, to predict which elements are most
disturbing and undermining for human comprehen-
sion, and whether these allow to characterize differ-
ent classes of readers, e.g., differentiating between
expert and non-expert reading performance.

Being able to profile readers, acquiring informa-
tion on which phrases and sentences mostly impact
on texts readability, and whether all readers are
equally affected by such sources of difficulty would
be therefore highly beneficial for text simplification,
and would also allow delivering ad hoc paraphrases
and rewriting tailored to specific reader groups or
user needs.

Rich instruments are to date available to inves-
tigate language processing and comprehension
in the reading task, by analyzing both readers re-
sponse and internal properties of texts employed
in the reading tasks: in the former case (investigat-
ing readers response) we may employ eye-tracking
data, and in the latter one (focused on inherent
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textual properties) we can analyze texts through
language models. Eye tracking allows collecting
precise data in form of timestamped fixations that
describe and to a good extent allow to reconstruct
readers’ behavior. On the other side, the refinement
and spread of language models allows to automat-
ically perform subtle forms of linguistic analysis,
such as determining the semantic coherence be-
tween a term and its surrounding context, thereby
determining the predictability of words given their
preceding context.

Several metrics have been proposed to analyze
text reading and processing times. While the total
reading time (TRT) —the overall duration of eye fixa-
tions for each word, including the backward regres-
sion movements— is supposed to grasp the time
taken by the overall semantic integration (Radach
and Kennedy, 2013), two partial and finer-grained
measures have been also proposed: the duration
of the first fixation (FFD) that allows estimating
the cost underlying lexical access (Hofmann et al.,
2022), and the number of fixations (NF), which is
deemed to report about words integration in the
context of what has been read so far (Frazier and
Rayner, 1982).

This paper introduces the preliminary results
of an experiment targeted at profiling reader’s re-
sponse while dealing with legal texts in Italian. To
these ends we collected a corpus containing the
normative production from the Aosta Valley Italian
Region, composed by the Regional laws dating
to the years 1960-2022 and the Regional regula-
tions from the years between 1979 and 2022. In
order to be able to gain insights on reader effort in
both lexical access and semantic integration, the
original utterances were manipulated and two dif-
ferent sorts of errors introduced: surface errors
(consisting of morphological variations of terms)
and semantic errors (through the introduction of un-
related terms). We present the results of a twofold
experimentation: i) we report evidences from an
eye tracking study involving 61 subjects who read
a Law enacted by the Aosta Valley Region. In this
setting, based on the analysis of FFDs and NFs
we were able to discriminate two reader profiles
exhibiting different reading strategies; and ii) we
report a study targeted at predicting the associated
reading times.

2. Background and Related Work

Two main eye movements are commonly individ-
uated throughout the reading task, fixations and
saccades. Fixations are brief stops (whose du-
ration ranges from 50 to 1500 ms) that typically
occur at each word; sometimes even more stops
are needed, depending on words length and dif-
ficulty. A saccade is a fast (ranging from 10 to

100 ms) movement between each two fixations,
that is used in repositioning the point of focus. In
general, it is known from pioneering research in
eye-tracking that individual words are fixated dif-
ferently: e.g., Carpenter and Just (1983) reported
that 85% content words and 35% function word get
fixations. Among the main variables that impact on
eye movements, one must additionally consider i)
words length: shorter (2-3 letter) words are skipped
75% of the time, while longer (8 letter) words are fix-
ated almost always (Rayner, 1978); and ii) syntactic
and conceptual difficulty of the text at hand (Jacob-
son and Dodwell, 1979).

Eye tracking has been exploited to investigate
reading at different levels, such as individual words
or sentences and whole texts (Jarodzka and Brand-
Gruwel, 2017). At the base level, the reading
of words/sentences, regressions (backward eye
movements) occurring within a single word indi-
cate a processing problem with that word, while re-
gressions between-words indicate comprehension
problems at larger scale. A popular experimental
technique employs a sliding window where parts of
the text are masked (McConkie and Rayner, 1975):
on such bases, different processing steps (‘first
pass’ and ‘second pass’, and ‘total reading times’)
have been hypothesized to underlie fixations and
semantic processing (Rayner, 2009). Further cog-
nitive phenomena have been also observed, such
as the so-called spill-over effect (the word following
an infrequent word is fixated for a longer time, while
the previous word is still being processed), and the
peripheral vision, that allows to perceive words that
are not actually fixated. As regards as the second
level, considering whole texts, the analysis typically
considers sub-words or words (also AOIs, ‘areas
of interest’) that convey specifically relevant infor-
mation. An interesting measure in this setting is
the ‘reading depth’, that measures quantities such
as how much text is skipped by readers, the width
of saccadic movements, and investigates strate-
gies aimed at differentiating reading and scanning
texts (such as to search for specific information).
Situational models have been proposed to account
for the inferential steps performed by readers and
for the enrichment of read statements with prior
knowledge to enforce semantic coherence (Zwaan
et al., 1995). Consistent individual differences be-
tween readers also exist, associated to both lexi-
cal access and semantic integration. For instance,
factors such as previous knowledge and reading
expertise/ability are known to affect reading times.
At the word/sentence level, good readers are more
precise in targeting their regressions to the specific
points that caused difficulties in comprehension;
while employing prior knowledge proved beneficial
for semantic integration purposes.

Most work focused on the processes underlying
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lexical access and semantic integration falls into
two broad approaches to model context. In the first
case we have models concerned with the seman-
tic relatedness between words and their context:
in this setting, reading times are predicted based
on the similarity between embeddings describing
words and their context. Works adopting the sec-
ond approach mostly rely on a probabilistic frame-
work whereby words may be predicted based on
their (left) context. In this view, words predictability
should be intended as a function of the probability
of a word given the context, and the probability of
that word may work, in turn, as a main predictor of
reading times: in essence, the less likely the emis-
sion of a word, the higher the surprisal associated
to that word, and the longer the time it requires for
readers to process it. Both the approaches based
on relatedness and those relying on surprisal are
surveyed in detail in (Salicchi et al., 2023).

In the last few years neural language models
gained a central role in analyzing reading as well,
since they are able to acquire conditional probability
distributions over the lexicon that are also predic-
tive of human processing times. While word length
and frequency are widely acknowledged as predic-
tors for determining lexical access, different sorts
of language models have been recently compared
to analyze and explain syntactic and semantic fac-
tors (Hofmann et al., 2022): N-gram models have
been found to succeed in capturing short-range
lexical access, while models based on recurrent
neural networks show better fit in predicting the
next-word. The role of model features (with focus
on parameter size, spanning from 564M to 4.5B
parameters) has been investigated in its impact
on psychometric quality by de Varda and Marelli
(2023), that challenge a widely accepted assump-
tion postulating that the quality of predictions in-
creases as the number of parameters grows. More
specifically, also building on previous findings, such
as by Shain et al. (2022), de Varda and Marelli
(2023) observe that large multilingual Transformer-
based models are outperformed by their smaller
variants in predicting fixations, and thus are more
suited to analyze lexical access and early semantic
integration. Importantly enough, the authors make
use of a masked language model rather than au-
toregressive models such as GPT (Devlin et al.,
2018), thus accessing to both left and right con-
text. Other studies found that the surprisal scores
are strong predictors of reading times and eye fix-
ations obtained through eye-tracking (Smith and
Levy, 2008; Goodkind and Bicknell, 2018), along
with a substantial linear relationship between mod-
els’ next-word prediction accuracy and their ability
in predicting reading times (Goodkind and Bicknell,
2018; Wilcox et al., 2020, 2023).

The issue of learners’ reading ability has been

addressed by Paracha et al. (2018), that investi-
gated whether eye-tracking allows discriminating
fluent and non-fluent students: skilled readers scan
the text quickly, continuously and consistently from
comprehension questions to the text, while weak
readers read linearly, renouncing to select the most
meaningful text elements.

3. Experiment

We start by introducing the data collected for our
experiments, and then report about the experimen-
tation: in the first experiment, we present a study
on eye-tracking data of 61 persons reading a law
from the Italian Region Aosta Valley and investigate
their reading style when dealing with regular text,
and in response to specific errors. In the second
experiment we investigated whether and to what
extent the fixations recorded in the former step can
be predicted.

3.1. Data Collection: the Aosta Corpus
For our experiments the Aosta corpus was com-
piled; the corpus is composed of norms and regu-
lations enacted by the Aosta Valley Italian Region.
It contains 2, 950 Regional laws dating back to the
years between 1960 and 2022, and 131 Regional
regulations produced in the year between 1979 and
2022. Laws herein contain on the whole 172, 669
sentences (on average 58.53 sentences per law),
3, 462, 931 tokens (on average, 1, 173.87 tokens per
law), the Type-Token Ratio (TTR) is 0.546. Regu-
lations contain on the whole 16, 009 sentences (on
average 122.21 sentences per regulation), 328, 931
tokens (on average 2, 510.92 tokens per regulation),
and the Type-Token Ratio (TTR) is 0.358.

From this corpus we chose the Regional Law
11/2021, ‘Measures for prevention and interven-
tion concerning the wolf species’. The choice of
the Law was based on the following criteria: i) tex-
tual structure representative of Regional laws; ii)
a good deal of linguistic variety ensuring the alter-
nation of long and complex sentences and short
and linear sentences; iii) reduced length, in order to
allow for shorter reading times. By selecting a text
of standard length, we would have had to present
an extract, and this would have undermined the
investigation of the overall understanding with post-
reading questions; iv) the topic had to be related
to a widely and socially relevant subject, rather
than targeted to specific social groups. This doc-
ument contains 3 articles that are further divided
into 6 paragraphs, overall 32 sentences, 488 to-
kens, amounting to 2, 783 characters (3, 240 includ-
ing space chars), and its TTR is 0.591. Notably, the
tokens were split in the same manner as they were
presented to the participants during the reading
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experiments, namely based on the AOIs (areas of
interest: the areas actually targeted by readers fixa-
tions; more on this in Section 3.1). For example, a
token such as ‘finanziaria)’, financial, was not split
into ‘finanziaria’ and ‘)’, but was kept as a single
token.

The original text was altered to study the re-
sponse of readers when dealing with errors. Over-
all 8 words were modified: namely, 4 errors were
introduced at the surface level (e.g., a term such
as ‘urgenza’, urgency, was changed to ‘urrgenza’);
and 4 words were replaced with existing words,
such that the underlying semantics was affected by
the replacement (e.g., in the phrase ‘fauna selvat-
ica’, wildlife, ‘selvatica’ was changed into ‘marina’,
with the whole meaning turning to marine fauna).
The resulting expression is loosely related to the
context of this regulation, referring to the woodland
context, and more generally to the Aosta Valley Re-
gion, which is a mountainous region, far from the
sea. The former modifications were expected to
impact on lexical access, and the latter ones on the
semantic integration.

Eye movements were recorded via an SR Re-
search EyeLink 1000 Plus eye-tracker (spatial res-
olution of 0.01◦), with sampling at 1000 Hz. Par-
ticipants were seated 60 cm away from a monitor
with a display resolution of 1, 600× 900, so that ap-
proximately three characters subtended 1◦ of visual
angle (the monitor was 40× 24 deg of visual angle).
Although viewing was binocular, eye movements
were recorded from the right eye. The experiment
was controlled with the SR Research Experiment
Builder software.

To collect eye-tracking data 61 participants were
recruited on voluntary bases, all native Italian
speakers. For each participant we recorded age,
level of education, occupation, region of birth/origin,
mother tongue, and gender. Neither names nor
other private information was asked, so that the
authors had no access to information that would
allow identifying the individual participants during
or after data collection. The gender distribution
among participants shows 23 male readers and 38
female readers; their mean age is 40.20 ± 14.70.
On average, our participants received 16.41± 3.23
years of education. They were all informed about
the aim of the eye-tracking experiment, as targeted
to investigate readability issues possibly afflicting
legal texts, and to individuate specific elements
contributing to the difficulty of such text documents.
Participants were warned to pay attention to the
text meaning, and to try to understand its content,
since after the reading phase they would have been
interviewed about that text. Before starting they
also were informed that the law text had been pre-
viously modified, with no further detail. In the first
stage, after a brief training step required to calibrate

the eye-tracking machinery, they started reading
the aforementioned Regional Law 11/2021 from 6
slides employed to display the text through a lap-
top computer with 16-inch monitor, and their eye
movements were recorded. After the recording of
participant’s eye movements, geometric areas of
interest (AOI) were defined using the eye-tracking
software. Each AOI is a polygon encompassing an
attribute of interest within the image. In the sec-
ond stage readers were asked whether they had
detected any error throughout the reading, and to
list the errors they could remember. The interviews
were audio-recorded, and meanwhile their answers
were collected in structured fashion.

3.2. Reader Profiling

3.2.1. Results

The total number of recorded fixations amounts
to 38, 022. Fixations lasting less than 100 millisec-
onds were removed, as is customarily done in lit-
erature (Reisen et al., 2008; Salicchi et al., 2023).
Specifically, 2, 226 fixations with a duration of less
than 100 milliseconds were filtered out. The final
number of fixations considered after the filtering
process is 35, 796. Outlier readers were removed
from the dataset based on the distribution of gaze
plots: three readers were excluded due to an un-
usually low number of fixations, likely attributed to
device errors, while one reader was dropped due
to an exceptionally high number of fixations.

On average over AOIs, recorded total reading
time (TRT) amounts to 276.64 ms, the mean num-
ber of fixations (NF) is 1.21, while the mean first fix-
ation duration (FFD) lasted 159.77 ms; the standard
deviations complementing these data are 234.18
(TRT), 0.96 (NF) and 118.64 (FFD). Such values
are comparable to those in the Provo Corpus (Luke
and Christianson, 2018), whose mean values (stan-
dard deviations) are 198.14 (173.03) for TRT, 0.95
(0.76) for NF, and 139.80 (107.11) for FFD (Luke
and Christianson, 2018). The reliability of recorded
data is also supported by the ratio between stan-
dard deviation and mean values: for our dataset
these are 84.65%, 79.34%, 74.26% (for TRT, NF and
FFD, respectively), and 87.33%, 80.00%, 76.62% for
the Provo data. The slight increase in the average
values of our dataset is likely influenced by the spe-
cialized nature of the text and the particularity of
the legal domain, while the Provo Dataset contains
55 short English texts covering various topics.

By inspecting NF and FFD data —TRT was con-
sidered as a measure dependent on the previ-
ous ones—, readers can be categorized into four
classes based on their mean NF and FFD values:

• class 1: readers with FFD above average and
NF below average (10 subjects);
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TRT (std) NF (std) FFD (std)
average 276.64 (234.18) 1.21 (0.96) 159.77 (118.64)
class 1 281.23 (191.59) 1.10 (0.70) 183.32 (119.59)
class 2 371.67 (264.23) 1.57 (1.06) 186.54 (120.00)
class 3 200.74 (168.22) 0.94 (0.76) 133.21 (98.48)
class 4 274.83 (193.54) 1.34 (0.91) 142.00 (84.71)

Table 1: Mean values (and standard deviations)
for total reading times (TRT), number of fixations
(NF) and first fixation durations (FFD) featuring our
corpus.

Figure 1: Plot of readers based a two-dimensional
space representing NF and FFD values, with red
lines indicating mean values. Class 1 is positioned
on the top-left, class 2 on the top-right, class 3 on
the bottom-left, and class 4 on the bottom-right.
Blue points indicate readers that individuated at
least 2 errors, green points those that found at most
1 error.

• class 2: with above-average FFD and above-
average NF (18 subjects);

• class 3: with below-average FFD and below-
average NF (23 subjects);

• class 4: with below-average FFD and above-
average NF (6 subjects);

The mean values for the whole dataset and all
classes are presented in Table 1; in Figure 1 we pro-
vide the plot of our readers arranged into the four
classes. Classes 2 and 3 are of particular interest:
class 2 identifies readers whose strategy involves
higher number of fixations and longer first fixation
times, while class 3 identifies readers spending less
time for first fixations, and employing less fixations
to read the text. After the eye-tracking session,
readers were interviewed and requested to report
about any errors: in this introspective effort partic-
ipants were able to remember from 0 to 4 errors.
Remarkably, readers that individuated at least 2
errors are mostly located either in class 2 or 3 (39%
and 50%, respectively): this datum seems to sug-
gest that the shorter the first fixation and the fewer
the number of fixations, the greater the ability to

CONTENT FUNCTION
average 38.96 (21.79) 110.04 (23.33)
class 1 32.90 (21.78) 110.90 (12.85)
class 2 22.94 (10.90) 87.67 (20.07)
class 3 52.70 (19.05) 129.57 (11.66)
class 4 44.50 (19.70) 100.83 (10.75)

Table 2: Average number (std) of skips recorded
in correspondence of AOIs containing content and
function words.

identify errors. Also, 64% readers aged over 40 be-
long to either class 3 or 4 —thus featured by smaller
FFD—, while readers under 40 are mainly (62%)
found in classes 1 and 2. A correlation test was
run to check whether FFD and age are (inversely)
correlated, obtaining a limited Pearson correlation
ρ = −0.25, p < 0.058 and a Spearman correlation
r = −0.29, p < 0.029.

Our categorization seems to be corroborated by
the analysis of skipped AOIs: while readers from
class 2 skip few (less than average) function words
and few content words, almost all class 3 readers
skip more function words than readers from other
classes, and most of them are above average also
for skipping AOIs associated to content words. By
considering the number of skips, we observe that
readers from class 2 consistently skip less func-
tion and content words, while those in class 3 are
well above the average, as illustrated in Table 2.
The regression analysis also supports our catego-
rization: on average, we recorded 110 regressions
per reader, lasting around 219 ms. The reading
strategy of class 3 readers involves less (below
average) and shorter (also below average) regres-
sions, while conversely class 2 readers are featured
by more and longer regressions. To complete the
picture, readers from class 1 exhibit below average
regressions, but lasting above average, while class
4 readers are featured by shorter but numerous
regressions. These data, paired with the higher
success rate in recognizing errors, seem to qualify
readers from class 3 as expert readers.

The differential behavior of readers on content
and function words shows that the total reading
times for class 1 and 4 readers are close to the av-
erage values over all classes (which is 123.9 ms per
content word syllable, and 101.86 ms per function
word syllable). Readers from class 2 employ some
30% longer time than average readers to read con-
tent words and 46% on function words. Readers
from class 3 save around 25% reading time on con-
tent words and 37% on function words. Detailed
figures are reported in Table 3.

We investigated the response of readers when
dealing with errors: for both surface and semantic
errors, we observe total reading times consistently
higher than for the rest of the text (please refer to Ta-
ble 4). Mean total reading times are similar for both
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content w TRT (std) NF (std) FFD (std)
average 123.89 (93.66) 0.54 (0.38) 70.29 (43.24)
class 1 128.04 (78.41) 0.49 (0.28) 82.26 (45.56)
class 2 161.29(103.21) 0.67(0.41) 78.51 (42.21)
class 3 93.40 (70.29) 0.43 (0.31) 61.33 (37.86)
class 4 121.68 (80.77) 0.59 (0.37) 59.99 (30.42)

function w TRT (std) NF (std) FFD (std)
average 101.86 (130.35) 0.46 (0.54) 73.24 (91.27)
class 1 102.66 (108.08) 0.42 (0.40) 84.08 (87.14)
class 2 148.94 (150.89) 0.64 (0.61) 100.51 (97.19)
class 3 64.09 (88.19) 0.31 (0.42) 51.78 (69.61)
class 4 104.10 (104.31) 0.52 (0.50) 74.60 (70.09)

Table 3: Mean values (and standard deviations),
expressed in ms for TRT and FFD, characterizing
fixations for content words (top) and function words
(bottom); reported figures are normalized by the
number of syllables.

surface TRT (std) NF (std) FFD (std)
average 608.73 (468.31) 2.19 (1.64) 213.88 (149.06)
class 1 598.18 (463.38) 1.88 (1.55) 247.48 (180.93)
class 2 789.64 (519.72) 2.68 (1.70) 245.82 (173.62)
class 3 481.74 (353.50) 1.89 (1.44) 186.41 (98.64)
class 4 570.42 (356.12) 2.42 (1.55) 167.33 (64.93)

semantic TRT (std) NF (std) FFD (std)
average 613.31 (498.64) 2.51 (2.00) 207.80 (110.43)
class 1 670.23 (438.33) 2.48 (1.59) 234.85 (133.65)
class 2 782.83 (579.59) 3.28 (2.52) 221.97 (105.42)
class 3 418.89 (319.64) 1.82 (1.17) 180.28 (94.56)
class 4 755.17 (590.17) 2.92 (2.20) 225.66 (82.11)

Table 4: Reading times relative to words containing
surface (on top, tagged as ‘morph.’) or semantic
(bottom, ‘sem.’) errors. Values averaged over all
readers and over the four reader classes are re-
ported.

kinds of error for the average reader: more specifi-
cally, dealing with both surface and semantic errors
involved higher FFD and more fixations (NF), result-
ing in twice as longer total reading times (TRT) with
respect to the average over the whole text (please
refer to Table 1). As expected, the growth of aver-
age FFD (which is mostly concerned with lexical
access) is in percentage analogous for both kinds
of error; conversely, semantic errors were responsi-
ble for more consistent growth in the NF value: we
recorded on average 1.21 NF per word in the overall
data, which raises to 2.19 for words with surface
errors, and to 2.51 for words violating the seman-
tic/contextual integrity of the surrounding sentence.
As regards as the response of readers in the four
classes to the introduced errors, readers from class
3 dealing with surface errors reveal the most con-
sistent increase over the four classes, both in the
FFD values and in the average NF. It is notewor-
thy that half readers that correctly individuated at
least 2 errors belong to this class: so readers that
in general are featured by smallest FFD and NF
(placed in the bottom-left corner in Figure 1) are
also those with highest accuracy in identifying er-

TRT (std) NF (std) FFD (std)
average 1, 077.35 (816.44) 3.12 (2.34) 244.44 (226.08)
class 1 1, 259.20 (1, 032.94) 3.20 (2.82) 338.30 (294.52)
class 2 1, 324.72 (855.07) 3.56 (2.29) 282.11 (297.22)
class 3 805.04 (550.71) 2.57 (1.66) 172.78 (88.38)
class 4 1, 076.00 (821.70) 3.83 (3.18) 249.67 (85.90)

Table 5: Reading times recorded for the token
‘d’urrgenza’ for all readers, and the four reader
classes.

rors, and whose reading strategy was influenced
most by errors. By recording the average number of
regressions to AOIs containing errors, we observe
that class 2 readers conduct an equal number of
regressions compared to average readers on sur-
face errors, and 17% more regressions on semantic
errors; conversely, individuals from class 3 perform
9% more regressions than average on surface er-
rors, and 10% less than average on semantic errors.
By computing the ratio between the average num-
ber of regressions associated to AOIs containing
words with errors and the average number of re-
gressions in all other AOIs we create an index to
analyze the growth of regressions corresponding
to words with errors. Looking at such index, we
realize that readers from class 2 conduct 1.23 (1.80)
as many regressions on surface (semantic) errors,
while those in class 3 conduct 2.35 (2.43) as many
regressions on surface (semantic) errors.

In Table 5 we present the values relating to the
impact of one of the four surface anomalies intro-
duced ad hoc: the orthographic rendering of the
‘d’urrgenza’ syntagm in which the double ‘r’ was
unduly introduced. While on average, Classes 1, 2
and 3, 4 exhibit comparable first fixation time dura-
tion (by construction: please refer to Table 1), in
correspondence of such error, readers from classes
2 and 3 show —over the four classes— the smallest
increase in their FFD, which was 1.5 times longer
than for the rest of text for Class 2, and 1.3 times
longer for Class 3.

3.3. Prediction of Reading Times
In this Section we describe the different models
devised for the regression task aimed at predicting
the three metrics TRT, NF, and FFD, and provide
the obtained results.

3.3.1. Procedure

We implemented three different regression models.
– The first one is our baseline model (BL) with

word-related statistics that are known to influ-
ence sentence and word processing (i.e., word
frequency, word length, word position within
the sentence, previous word frequency, pre-
vious word length), similar to the approach
adopted by Salicchi et al. (2023).
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– The second model (BL-SUR) also includes
baseline features and adds surprisal scores,
computed by employing a language model
which is an adaptation to Italian of an En-
glish GPT-2 model (de Vries and Nissim,
2021).1 Surprisal associated to a word
wn is defined as the negative logarithm of
the probability of emitting wn given its his-
tory h = {w0, w1, . . . , wn−1}: SUR(w) =
− logP (wn|w0, w1, . . . , wn−1) (Hale, 2016).

– The third model (BL-SUR-FT) incorporates
baseline features along with surprisal, com-
puted using a fine-tuned version of the GPT-
2 model obtained by exposing the language
model to the laws and regulations in the Aosta
corpus, excluding ‘Regional Law 11/2021’.

The regressor used is the LightGBM regressor,2
based on the gradient boosting framework, which
proved successful in the CMCL 2021 Shared Task
on Eye-Tracking Prediction (Hollenstein et al., 2021;
Bestgen, 2021). Gradient boosting is an ensemble
learning technique based on weak learners, typi-
cally decision trees, with the objective of minimizing
a given loss function. Key features of LightGBM
include its leaf-wise tree growth strategy, which
means that the algorithm grows the tree by expand-
ing the leaf with the maximum delta loss instead
of growing it level by level. Such strategy allows
the model to find optimal split points more quickly.
Moreover, a binning approach was adopted, aimed
at computing optimal split points: instead of eval-
uating every possible split point for each feature,
this strategy groups together the feature values
into bins, which allows for more efficient computa-
tion. To optimize the performance of the LightGBM
regressor, a comprehensive search for optimal hy-
perparameters was performed using a grid search
technique.

The hyperparameters considered for optimiza-
tion include:

– num_leaves: The maximum number of
leaves in each tree. A range of values, such
as [4, 5, 8, 10, 20, 30] was explored to identify
the optimal balance between model complexity
and generalization.

– learning_rate: The step size at each iter-
ation during training. Different learning rates
(0.1, 0.05, 0.005) were investigated to speed up
convergence.

– n_estimators: The number of trees to be
built. Various values (50, 100, 200, 500) were
tested in this setting to determine the optimal
number of trees to achieve a balance between
underfitting and overfitting.

– max_depth: The maximum depth of each

1https://huggingface.co/GroNLP/
gpt2-small-italian.

2https://lightgbm.readthedocs.io

TRT (std) NF (std) FFD (std)
avg 20.80 (17.61) 25.20 (19.99) 12.00 (8.91)
class 1 21.38 (14.57) 23.22 (14.78) 13.94 (9.09)
class 2 28.26 (20.09) 33.22 (22.43) 14.18 (9.12)
class 3 14.69 (12.31) 18.97 (15.34) 9.76 (7.22)
class 4 20.90 (14.72) 28.31 (19.23) 10.80 (6.44)

Table 6: Figures obtained after scaling the data re-
ported in Table 1: TRT and FFD (that are expressed
as ms) were scaled based on the maximum value
of TRT, while NF values were scaled based on their
maximum.

tree. Values such as [−1, 3, 5] were explored
to control the complexity of individual trees.

The optimization process specifically targeted the
mean absolute error (MAE). The evaluation of
different parameter combinations was performed
through a 5-fold cross-validation strategy during the
grid search. This approach guarantees robustness
and reliability in evaluating the model’s generaliza-
tion capabilities, while explicitly focusing on mini-
mizing the MAE for optimal predictive accuracy.

3.3.2. Results

To evaluate our models we computed the Mean Ab-
solute Error (MAE), which is a standard measure
in this setting. That is, given n as the number of
tokens, yi as the actual value for i, and ŷi as the
predicted value for i, MAE = 1

n

∑n
i=1 |yi − ŷi|. We

also report MAE/mean scores. In fact, while MAE
grasps the average difference between predicted
and actual values, which is an absolute value, the
latter metric scales such figures with respect to
mean values, thus informing on the proportional
magnitude of the error. Before computing the MAE,
our features were scaled between 0 and 100, fol-
lowing the methodology described by Hollenstein
et al. (2021).3 The final scaled values are provided
in Table 6.

We found that our best-performing model is the
BL-surprisal with fine-tuning (BL-SUR-FT), whose
error estimates are presented in Table 7.

By looking at the four reader classes, we ob-
tained most favorable prediction of reading times
on class 3, where we observe lowest MAE through
all three measures, with MAE/mean also confirm-
ing that the predictions on readers from this class
are more reliable than those on subjects from other
classes. Through all classes lexical access seems
to be more easily predicted than the semantic inte-
gration: consistent with the findings by Hollenstein

3TRT and FFD were jointly scaled as they are both
measured in milliseconds (but we diverged from the ap-
proach used in the aforementioned study, due to the ab-
sence of the "go-past-time" (GPT) feature in the present
setting, where we used TRT), while NF was indepen-
dently scaled.

https://huggingface.co/GroNLP/gpt2-small-italian
https://huggingface.co/GroNLP/gpt2-small-italian
https://lightgbm.readthedocs.io
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TRT NF FFD
MAE ( MAE

mean ) MAE ( MAE
mean ) MAE ( MAE

mean )
average 4.14 (0.20) 4.52 (0.18) 1.81 (0.15)
class 1 5.90 (0.28) 5.70 (0.25) 3.25 (0.23)
class 2 6.64 (0.24) 6.77 (0.20) 2.53 (0.18)
class 3 3.43 (0.23) 4.29 (0.23) 1.84 (0.19)
class 4 6.94 (0.33) 8.54 (0.30) 2.81 (0.26)

Table 7: MAE (MAE/mean) values obtained through
the BL-SUR-FT model implementing the baseline
enriched with surprisal scores computed through a
model fine-tuned on the Aosta corpus.

et al. (2021), FFD confirms to be more accurately
predicted than TRT and NF, that are acknowledged
to grasp reader’s effort throughout the semantic
processing stage.

3.4. Discussion
A basic reader profiling was performed by parti-
tioning readers based on their average number of
fixations and on the duration of their first fixations. It
is known that such measures can be considered as
a proxy for different significant stages in linguistic
processing.

As regards as the first task, aimed at reader pro-
filing, two main reader classes were identified, that
cover around 72% of those who participated in our
experiments: if we wanted to resort to simplistic
labels, we found fast and slow readers. We closely
examined our data, and found that different views
on data suggest that two main approaches to read-
ing may be individuated: those employing less and
faster fixations, slightly more accurate in individ-
uating errors, skipping more words than average
reader (possibly adapting skips to function and con-
tent words), employing less and shorter regressions
even when dealing with errors in the text. In the
other class we have a reading style involving more
and longer fixations, less accurate in individuating
errors, that are not familiar with skipping words,
employing more and longer regressions, with re-
duced differences between content and function
words, less sensitive to errors, and to the different
types of error. Furthermore, we found an interest-
ing (though weak) correlation of some variables
with socio-demographic descriptors, such as that
between FFD and readers age. Such elements
might be helpful in refining reader profiles, and in
investigating reading effort: such investigation will
be addressed in future work.

As regards as the second task, aimed at pre-
dicting reading times, a thorough comparison with
results available in literature can be hardly obtained,
since differences may stem from factors that can-
not be accounted for, such as the intrinsic prop-
erties of texts at hand. The recorded error on
the number of fixations prediction is in line with

the results in literature, e.g. by Hollenstein et al.
(2021), but the documents in our corpus differ from
those employed in the cited work: we dealt with
the Italian Language (whose structure differs from
English, with longer sentences and even different
word lengths (Smith, 2012)), and our corpus in-
cludes Italian laws and regulations, against sen-
tences from movie reviews borrowed from the Stan-
ford Sentiment Treebank (Socher et al., 2013) and
Wikipedia (Culotta et al., 2006). Additionally, our
documents contain both surface and semantic er-
rors that made more complex the task of predict-
ing reading times, and individuals not necessar-
ily expert in legal language were recruited. The
greater difficulty of these texts is evidenced by the
average NF featuring our data: after scaling this
amounts to 25.2 (please refer to Table 6), while in
the paper by Hollenstein et al. (2021) this datum is
15.1. Predicting reading times for the four reader
classes turned out to be very challenging: MAE
(and MAE/mean, too) is always higher than for av-
erage readers. Among classes, reading times of
subjects in class 3 were those predicted with min-
imum error. Probabilistic language modeling, as
a device able to describe the incremental mecha-
nisms underlying language processing should be
helpful to investigate the different reading strate-
gies. Such strategies are basically concerned with
planning and handling expectations on what fol-
lows, and on evaluating how these match with ac-
tual stimuli (Levy, 2008); surprisal was plugged
into our models to support the prediction of reading
times by also accounting for the difficulty of pre-
dicting words. Although it contributed to refining
the baseline model, especially after the fine-tuning
step, further work is needed to further improve the
accuracy in the prediction of reading times.

4. Conclusions

In this work we have introduced a new dataset
collecting Regional laws and regulations in Italian.
One of these laws was modified by inserting 8 er-
rors, and used for an eye-tracking experiment in
which 61 readers were tracked. Collected data
were utilized for reader profiling purposes and to
predict their reading times. In the former case we
individuated two main groups exhibiting rather dif-
ferent reading styles to cope with general text and
with errors therein. In the latter experiment we ap-
plied an approach based on the gradient boosting
framework; our best performing model also makes
use of surprisal scores obtained through an Ital-
ian porting of a GPT-2 model fine-tuned on the set
of Regional legal documents, consistent with the
document used for experimentation. While the pre-
diction of reading proved to be in line with results
reported in literature, predicting the reading times of
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the subjects in the two main classes individuated in
the former experiment revealed a very challenging
task.

Since the Aosta Valley is a bilingual (Italian and
French) Region, and its body of regulations and
laws is thus a naturally parallel corpus, in future
work we will collect French documents and eye-
tracking data on these. We will also investigate
whether text difficulty and errors interact with cog-
nitive load and how such temporal factors affect
readers’ performance, by examining how fixations
and regressions vary through time. Finally, by con-
sidering the entire Aosta Corpus from 1960 to 2022,
it would be interesting to analyze the evolution of the
legal lexicon and language from a diachronic per-
spective, and to investigate whether older and more
recent language differently impact on the reading
task.
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