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Abstract
This research introduces DARES, a dataset for assessing the readability of Arabic text in Saudi school materials.
DARES compromise of 13,335 instances from textbooks used in 2021 and contains two subtasks; (a) Coarse-grained
readability assessment where the text is classified into different educational levels such as primary and secondary.
(b) Fine-grained readability assessment where the text is classified into individual grades. We fine-tuned five
transformer models that support Arabic and found that CAMeLBERTmix performed better in all input settings.
Evaluation results showed high performance for the coarse-grained readability assessment task, achieving a
weighted F1 score of 0.91 and a macro F1 score of 0.79. The fine-grained task achieved a weighted F1 score of 0.68
and a macro F1 score of 0.55. These findings demonstrate the potential of our approach for advancing Arabic text
readability assessment in education, with implications for future innovations in the field.
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1. Introduction

Text readability refers to the measure of how easily
a piece of text can be understood by its readers
(Dale and Chall, 1949). Assessing text readabil-
ity is important for both educators and learners,
as it helps improve the readability levels of edu-
cational materials (Zamanian and Heydari, 2012).
As a result, automatic readability assessment tools
have been developed in recent years to automate
the process of selecting reading materials and as-
sessing reading ability. Furthermore, automatic
readability assessment tools have proven useful in
other natural language processing (NLP) applica-
tions such as machine translation (Alva-Manchego
and Shardlow, 2022) and text simplification (Aluisio
et al., 2010; North et al., 2022, 2023, 2024).

Earlier automatic readability assessment tools
depended on classical formulas incorporating val-
ues such as average word length and average
sentence length (Flesch, 1948). However, super-
vised machine learning (ML) methods have recently
proved successful in assessing readability (Impe-
rial, 2021; Qiu et al., 2021). ML-based methods
can consider a broader range of text features than
classical formulas, such as sentence complexity,
vocabulary difficulty, and the cohesion and consis-
tency of the texts. Very recently, deep learning-
based ML models have helped automate feature
extraction and loosen the dependence on language
specificities of automatic readability assessment
(Martinc et al., 2021; Imperial, 2021).

Supervised ML models that we described be-
fore typically require a training dataset to train

the models. Particularly, deep learning models
would require a more extensive training set as these
models fine-tune thousands of parameters in the
training process (Devlin et al., 2019). To address
this need, the NLP community has shown signif-
icant interest in constructing readability datasets
that can be used to train the ML models (Impe-
rial, 2021). Several datasets have been developed
for high-resource languages such as English (Xia
et al., 2016), Spanish (Morato et al., 2021), German
(Naderi et al., 2019) and Portuguese (Leal et al.,
2018). For Arabic also, there exist several datasets
and methods which aim to develop readability esti-
mation applications (Baazeem et al., 2021; Berrichi
et al., 2022).

In this research, we revisit the task of Arabic
readability assessment in school textbooks. While
there exist several datasets for readability assess-
ment in Arabic, we argue that these datasets have
limited practical relevance in real-world scenarios.
For example, Al Khalil et al. (2018) introduced a
large corpus consisting of texts randomly selected
from the school textbooks of the United Arab Emi-
rates and trained different ML models to predict the
grade given a text. While this approach can pro-
duce a large number of training instances, the texts
do not contain information about which concepts a
particular text is trying to describe in the textbook.
Therefore, with such a corpus, it is challenging to
discern whether a certain description of a concept
is readable and consequently understandable for
a given grade level, limiting its practical relevance.
In this research, we address this limitation by intro-
ducing DARES, which diverges from the practice of
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randomly collecting text from school textbooks. In-
stead, DARES only consists of texts that describe
certain concepts. As far as we know, this is the
first readability dataset that contains information
about concepts. We also introduce novel neural
network architectures that incorporate concepts in
the readability measure.

The main contributions of this research are;

1. We introduce DARES: A dataset for Ara-
bic readability estimation based on Saudi
school material. DARES has two subtasks;
(a) Coarse-grained readability assessment
where the text is classified into different educa-
tional levels such as primary and secondary.
(b) Fine-grained readability assessment where
the text is classified into individual grades.

2. We trained multiple transformer models on
both subtasks of DARES that support Arabic
with different input settings and evaluated the
results. We also conducted a detailed error
analysis.

3. We released DARES1, as an open-access
dataset alongside the trained machine-
learning models.

2. Related Work

Text readability assessment has been an active
area of research across various languages for the
past decade, with initial methods proposing met-
ric formulas based on factors like sentence length
and word syllable count (Crossley et al., 2011; Pitler
and Nenkova, 2008). Subsequently, machine learn-
ing approaches emerged, leveraging features ex-
tracted from the text at different levels, such as
words, phrases, and sentences (François and Milt-
sakaki, 2012). The advent of Transformer models,
particularly those stemming from the BERT archi-
tecture, in the last five years revolutionised the field
by employing self-attention mechanisms to grasp
word context, thereby advancing the state-of-the-art
in various NLU tasks (Devlin et al., 2019). Despite
advancements, the development of more sophisti-
cated techniques and language models tailored for
Arabic NLU is ongoing, necessitating greater atten-
tion to custom data to accommodate the diversity
of Arabic text-level readability (El-Haj and Rayson,
2016).

However, it is still not as efficient as the state-of-
the-art models built for English (El-Haj et al., 2018).
The work of (Tanaka-Ishii et al., 2010) sorted the
readability using SVM with insufficient training data.

1https://github.com/DamithDR/
arabic-readability-assessment

François (2015) conducted a study on the inter-
section of readability and computational linguis-
tics, applying NLP-based historical readability re-
search. That same year, (Saddiki et al., 2015) re-
searched Arabic as a Foreign Language using a
public corpus and NLP techniques. The focus on
Arabic continued with (Alotaibi et al., 2016) work
on the readability of medicine leaflets and (Malik
et al., 2019; El-Haj et al., 2018) introduction of an
Arabic-specific readability assessment. The exper-
iments on readability assessment in Arabic have
been growing, with a number of studies published in
recent years and reviewed by some studies (Cavalli-
Sforza et al., 2018; Nassiri et al., 2023; El-Haj and
Rayson, 2016; Bessou and Chenni, 2021; Khallaf
and Sharoff, 2021). Al Khalil et al. (2018) describe
a reading corpus in Modern Standard Arabic where
the authors select random texts for each grade to
compile a corpus.

Previously, readability assessments have been
conducted using various approaches. (Bessou and
Chenni, 2021; Saddiki et al., 2015; Khallaf and
Sharoff, 2021) categorised documents into differ-
ent readability levels, ranging from ’easy’ to ’very
difficult’. The study by (Vajjala, 2022) addressed
the scarcity of resources for readability assessment
across languages, including Arabic (Vajjala, 2022;
Vajjala and Lučić, 2018). (Cavalli-Sforza et al.,
2018) emphasised the need for more tools and re-
sources in Arabic readability research. Additionally,
(Dalvean and Enkhbayar, 2018) proposed a new
readability measure for fiction texts, while (Al Khalil
et al., 2018) introduced a levelled reading corpus
for Arabic text readability estimation based on the
UAE curriculum and fiction. (Malik et al., 2019)
highlighted the necessity for improved Arabic read-
ability tools in patient educational materials, and
(Benzahra and Yvon, 2019) examined readability
and comprehension in journalistic texts.

Machine learning techniques have also been ap-
plied in Arabic text classification. (Bessou and
Chenni, 2021) explored this area, while (Khallaf and
Sharoff, 2021) utilised Arabic-BERT and XLM-R for
Arabic sentence difficulty classification. Further-
more, (Vajjala, 2022) provided a comprehensive
review of readability assessment trends, focusing
on traditional readability formulas.

In 2023, significant advancements were made.
(Nassiri et al., 2023) delved into Arabic readabil-
ity approaches, while (Crossley et al., 2023; Va-
jjala, 2022) investigated the use of transformers
for readability assessment and highlighted open
challenges in the field, respectively. Finally, (Hazim
et al., 2023) introduced a practical application: a
Google Docs add-on for Arabic readability, featur-
ing lemmatisation and a readability lexicon.

Our approach diverges from prior research. We
emphasise the extraction of texts based on con-

https://github.com/DamithDR/arabic-readability-assessment
https://github.com/DamithDR/arabic-readability-assessment
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cepts (a specific word accompanied by descriptive
text that explicates its meaning), a departure from
traditional methods as it enables us to gauge read-
ability in relation to specific concepts and assess
comprehension levels across different grade levels,
a capability lacking in previous studies, e.g. (El-Haj
and Rayson, 2016).

3. DARES Dataset

The DARES dataset is sourced from the books from
the Saudi Education school system. The dataset
includes schoolbooks from grades 1 to 12, aligning
with the educational framework set by the Ministry
of Education in Saudi Arabia2. This dataset is de-
rived from the new literacy plan introduced in 2021
by the Saudi Ministry of Education, incorporating
the latest educational content updates for students
across these grades. The curriculum covers a wide
range of subjects, including religious and social
studies, languages, sciences, technology, physical
education, life skills, activity classes, and artistic
pursuits.

3.1. Dataset Preparation
We first selected 307 books authored in Arabic for
the 1-12 grades in Saudi schools for 116 subjects.
Out of them, 48 were from the early elementary
level (Grades 1-3), 62 were taken from the upper
elementary level (Grades 4-6), 86 were from the
intermediate level (Grades 7-9), and 111 were from
the high school level (Grades 10-12). Some school-
books are published in English, and we did not in-
clude them in this research. The statistics about
subjects and number of books are shown in Table
1.

Grade Books Words Subjects
1 18 64,590 7
2 15 71,594 5
3 15 104,357 5
4 21 294,704 7
5 23 387,750 7
6 18 337,551 7
7 28 619,777 8
8 24 488,841 8
9 34 885,880 11

10 65 2,106,350 26
11 33 1,237,985 16
12 13 572,478 10

Total 307 7,171,857 116

Table 1: Dataset Statistics for each tier and grade
with respect to number of books, words and sub-
jects.

2https://moe.gov.sa/

Subject Books Words
AI 1 53,314
Arabic Language 67 645,855
Artistic Education 21 516,448
Arts 1 19,208
Athletics 1 44,164
Biology 7 519,878
Business 2 101,787
Chemistry 9 407,466
Computer Science 4 105,997
Critical Thinking 7 110,260
Data Science 1 32,843
Decision Making 1 113,728
Digital Skills 15 570,145
Ecology 3 95,797
Economics 1 27,013
Finance 4 93,315
Geography 3 64,671
Geology 1 60,799
Hadith 1 14,909
Health 3 112,699
History 3 68,976
IoT 2 44,966
Islamic Studies 37 574,684
Law 1 23837
Life and Family Skills 23 290,802
Life Skills 4 49,303
Management 1 101,516
Math 5 137,955
Physics 7 551,156
Professional Skills 2 25,711
Psychology 1 46,683
Quran Sciences 1 23,648
Research Skills 5 139,526
Science 28 637,783
Sociology 18 538,794
Software Eng 1 27,870
Tech 6 178,341
Total 307 7,171,857

Table 2: Dataset statistics for each subject with
respect to number of books and words.

3.2. PDF to Text Conversion, OCR
Processing, and Post-Editing

As the first step, we converted the original edu-
cational materials, provided in PDF format, into
plain text files. We utilised tools specifically de-
signed for PDF-to-Text conversion. In order to han-
dle instances where the text was embedded within
images, we used the open-source Arabic-trained
OCR from Tesseract OCR3. Table 2 lists the names
of the subjects, the number of textbooks, and the
count of running tokens in each.

The process of extracting accurate texts proved

3https://github.com/tesseract-ocr/
tessdata

https://moe.gov.sa/
https://github.com/tesseract-ocr/tessdata
https://github.com/tesseract-ocr/tessdata
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to be less efficient than anticipated due to the va-
riety of Arabic fonts used in the PDF files, such
as AXtManal, GESSTwoLight, Helvetica, and Lo-
tus. These fonts introduced an added complexity
for the OCR. Therefore, the text obtained through
OCR and subsequent conversion underwent a post-
editing phase. This step was conducted by an Ara-
bic language linguist (also a co-author of this paper)
who meticulously reviewed and refined the dataset,
ensuring that the 13,335 extracted key words, along
with their corresponding texts, were accurately rep-
resented. This process guaranteed both syntac-
tic accuracy and semantic coherence within the
dataset, which was derived from the 307 textbooks.

3.3. Text Pre-processing
As the first pre-processing step, we used sentence
segmentation to divide the text into discrete sen-
tences. We also used the Arabic tokenisation
framework4 to perform text tokenisation and Part-
of-Speech (POS) tagging.

As we mentioned before, the DARES dataset
focused only on the sentences that describe con-
cepts. Therefore, we selected sentences beginning
with a ’DET NOUN’ POS tag and grouped them by
grade level, focusing specifically on sentences that
start with the Arabic definite article ’��’ at the begin-
ning of texts in the post-processed dataset. This
technique was employed because words starting
with ’��’ are often keywords that are defined and ex-
plicated in the curriculum. Subsequently, we care-
fully reviewed the extracted words, along with their
corresponding texts and subjects, and removed in-
stances where the context did not serve to define
the concepts of the words. This refinement process
ensured that our dataset was not only accurately
tagged but also contextually coherent and relevant
to the concepts and subjects under consideration.
The final dataset had 13,335 instances describing
concepts. Several samples of the dataset is avail-
able on Table 3.

3.4. Tasks
In the DARES dataset, we used a hierarchical la-
belling schema that contains two tasks, which we
describe below.
(I) Coarse-grained readability assessment In

this task, we grouped the grades into four
levels: early elementary level (Grades 1-3),
upper elementary level (Grades 4-6), inter-
mediate level (Grades 7-9), and high school
level (Grades 10-12) aligning with the Saudi
school’s system and used them as the labels.
Figure 1 shows the number of concepts and
the token distribution of each level.

4https://github.com/CAMeL-Lab/camel_tools

Figure 1: Concept and token distribution for the
Coarse-grained level in DARES dataset. The labels
are early elementary (EE), upper elementary (UE),
intermediate (INT), and high school (HS).

(II) Fine-grained readability assessment For
this task, we employed the original grades as
the labels, resulting in a total of 12 distinct la-
bels. Figure 2 shows the number of concepts
and the token distribution of each level.

Figure 2: Concept and token distribution for the
Coarse-grained level in DARES dataset.

Our methodology is based on neural transform-
ers, which have provided state-of-the-art results
in many NLP tasks, including readability assess-
ment. We experimented with several transformer
models that support Arabic; XLM-R Large (Con-
neau et al., 2020), mBERT (Devlin et al., 2019),
AraELECTRA (Antoun et al., 2021), AraBERTv2
(Antoun et al., 2020) and CAMeLBERTmix (Inoue
et al., 2021). These models have performed well in
different Arabic NLP tasks (Premasiri et al., 2022).

With each transformer model, we experimented
with three input settings.

1. text; where we only feed the text as the input
to the transformer model.

2. concept + text; where we concatenate the
concept to the text and provide as the input to
the transformer model.

3. subject + text; where we concatenate the sub-
ject to the text and provide as the input to the
transformer model.
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Subject Concept Arabic Text Label(s)
CG FG

ءايحألا

(Biology)
ءاذغلا

(Food) التالضعةيبلقلاتالضعلاةجردعفرلةمزاللاةرارحلاةيمكوهو،ةقاطلانمءاذغلا

ةدحاوةيزيليسةجردءاملاةرارحةيدارإ

(Food is a form of energy, which is the amount of heat needed to
raise the temperature of the involuntary cardiac muscles by one
Celsius degree of water heat.)

HS G10

مولعلا

(Science)
ةيلخلا

(Cell) رغصأايريتكبلادعتولكشلارظنا،ايالخنمةيحلاتاقولخملاعيمجنوكتتةيرهجملاةيلخلا

طقفةدحاوةيلخنماهمسجنوكتيو.ةيحلاتاقولخملا

(All living creatures are composed of microscopic cells, see the
figure. Bacteria are the smallest of living organisms and consist of
only one cell.)

INT G7

مولعلا

(Science)
ةرذبلا

(Seed) ومنتنأنكميخوخلاةرمثلخادةرذبلا.اديدجاتابنيطعيلومنييذلاتابنلاءزجةرذبلا

حوخةرجشريصتف

(A seed is a part of the plant that grows to produce a new plant.
The seed inside a peach fruit can grow into a peach tree.)

EE G1

Table 3: Example data instances. The column Subject represents the relevant subject the text was
extracted from, and the column Concept indicates the sub-area in the subject which the text was extracted
from while Text shows the extracted text. CG shows the course-grained label. The labels are early
elementary (EE), upper elementary (UE), intermediate (INT), and high school (HS). FG shows the fine-
grained label to the text. English translations are in green.

(a) Text (b) Concept + Text (c) Subject + Text

Figure 3: The input setting used for experiments

From an input sentence, transformers compute a
feature vector h ∈ Rd, upon which we build a clas-
sifier for the task. For this task, we implemented a
softmax layer, i.e., the predicted probabilities are
y(B) = softmax(Wh+ b), where W ∈ Rk×d is the
softmax weight matrix, and k is the number of la-
bels.

For all the experiments, we used a batch size
of eight, Adam optimiser with learning rate 2e−5,
and a linear learning rate warm-up over 10% of
the training data. During the training process, the
parameters of the transformer model, as well as
the parameters of the softmax layer, were updated.
All the models were trained for five epochs.

4. Results and Evaluation

We evaluated all of our models and their variations
in both tasks in DARES separately. We first di-
vided the dataset into training sets (70%), testing
sets (20%) and validation sets (10%). We trained
the model on the training set and fine-tuned it on
the validation set. Finally, we evaluated the per-
formance on the testing set. For both subtasks,
we used Macro F1 and Weighted F1 as the eval-
uation metrics to compare different models. We
ran each experiment five times with five different
random seeds and reported the mean. We also
report the standard deviation.
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4.1. Coarse-grained Readability
Assessment

Table 4 shows the results for coarse-grained read-
ability assessment. The CAMeLBERTmix model
with the ‘Subject+Text’ input setting provided the
best result, achieving a Weighted F1 score of 0.91
and a Macro F1 score of 0.79. AraELECTRA and
AraBERTv2 with the same input setting followed
closely to the best result, providing 0.89 Weighted
F1 scores.

Input
Setting Model Name Weighted

F1
Macro

F1

Text

XLM-R Large 0.53±0.13 0.32±0.15
mBERT 0.66±0.17 0.47±0.21
AraELECTRA 0.82±0.01 0.69±0.01
AraBERTv2 0.81±0.00 0.70±0.01
CAMeLBERTmix 0.84±0.00∗ 0.74±0.01∗

Concept +
Text

XLM-R Large 0.56±0.15 0.36±0.18
mBERT 0.70±0.14 0.52±0.17
AraELECTRA 0.82±0.00 0.70±0.01
AraBERTv2 0.74±0.16 0.59±0.21
CAMeLBERTmix 0.84±0.00∗ 0.75±0.01∗

Subject +
Text

XLM-R Large 0.80±0.02 0.59±0.04
mBERT 0.85±0.03 0.65±0.06
AraELECTRA 0.89±0.01 0.72±0.05
AraBERTv2 0.89±0.00 0.75±0.01
CAMeLBERTmix 0.91±0.00∗ 0.79±0.01∗

Table 4: Test set results for coarse-grained read-
ability assessment. We report Weighted F1 and
Macro F1 for all the models and input settings. The
best result from all the experiments are highlighted
in bold.

It is also noticeable that the multilingual mod-
els such as XLM-R Large and mBERT are out-
performed by Arabic specific transformer mod-
els such as AraBERTv2, AraELECTRA and
CAMeLBERTmix in all the input settings. This high-
lights the effectiveness of language-specific trans-
former models in readability assessment tasks.

Overall, the ‘Subject+Text’ setting improved the
results of all the transformer results. However, it
should be noted that the ’Text’ setting also provides
close results, especially for Arabic-specific trans-
former models.

4.2. Fine-grained Readability
Assessment

Table 5 presents the results for coarse-grained
readability assessment. As shown in the
results, the ‘Subject+Text’ settings with the
CAMeLBERTmix model also provided the best re-
sults for the fine-grained readability assessment
task, achieving a Weighted F1 score of 0.68 and a
Macro F1 score of 0.55. Similar to the previous task,
all the models demonstrated high performance in
the ‘Subject+Text’ setting. Furthermore, Arabic-
specific transformer models produced superior re-

sults than the multilingual transformer models.

Input
Setting Model Name Weighted

F1
Macro

F1

Text

XLM-R Large 0.29 ±0.12 0.15 ±0.10
mBERT 0.51 ±0.06 0.37 ±0.06
AraELECTRA 0.56 ±0.01 0.42 ±0.01
AraBERTv2 0.40 ±0.20 0.28 ±0.20
CAMeLBERTmix 0.59 ±0.01 0.49 ±0.01

Concept +
Text

XLM-R Large 0.25 ±0.13 0.12 ±0.11
mBERT 0.53 ±0.02 0.39 ±0.03
AraELECTRA 0.56 ±0.01 0.41 ±0.02
AraBERTv2 0.56 ±0.01 0.44 ±0.01
CAMeLBERTmix 0.60 ±0.01 0.51 ±0.01

Subject +
Text

XLM-R Large 0.51 ±0.02 0.30 ±0.03
mBERT 0.59 ±0.02 0.41 ±0.04
AraELECTRA 0.63 ±0.00 0.44 ±0.01
AraBERTv2 0.61 ±0.02 0.44 ±0.02
CAMeLBERTmix 0.68 ±0.00 0.55 ±0.01

Table 5: Test set results for fine-grained readability
assessment. We report Weighted F1 and Macro
F1 for all the models and input settings. The best
result for each input setting is marked as ∗, and the
best result from all the experiments are highlighted
in bold.

It should also be noted that the F1 scores for
the fine-grained task are lower than the coarse-
grained task. However, this is expected since the
fine-grained task has more classes compared to
the coarse-grained task.

5. Error Analysis

In this section, we provide a detailed error analysis
of the two tasks. For the error analysis, we only
use the best model and the input setting from the
previous section, CAMeLBERTmix, with the ‘Sub-
ject+Text’ setting. The error analysis is conducted
with the confusion matrix and the misclassified in-
stances in the test set.

5.1. Coarse-grained Readability
Assessment

Figure 4 illustrates the confusion matrix for coarse-
grained readability assessment. Overall, the testing
dataset comprises 2681 instances, among which
only 252 were misclassified, indicating a relatively
low error rate.

As shown in Figure 4, notable misclassifications
happen between close levels such as UE and EE,
where 36 UE texts were occasionally mistaken as
EE. However, misclassification between distant lev-
els such as EE and HS, are very rare.

In the following list, we show some misclassi-
fied instances with their translations in the coarse-
grained task.

1. True label: EE, Predicted label: UE
Sample texts:
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Figure 4: Confusion matrix for coarse-grained text
readability estimation. The labels are early ele-
mentary (EE), upper elementary (UE), intermediate
(INT), and high school (HS).

لئاسومادختساءانثأاهعابتاكيلعيتلادعاوقلا:ةيمقرلاتاراهملا

عماقلطمةيصخشلاتامولعملاكراشتالأبجييعامتجالالصاوتلا

كمساكلذلمشيو،تنرتنإلاربعمهيلعفرعتتنيذلاصاخشألا

رورملاتاملكوينورتك�لإلاكديربكلذكو،كفتاهمقروكناونعو

.

Translation: Digital skills: The rules you must
follow while using social media include never shar-
ing your personal information with people you meet
online. This includes your name, address, phone
number, as well as your email and passwords.

2. True label: HS, Predicted label: INT
Sample texts:

طبارتىلعلمعتيتلاو،ةيضايرلاتاراهملابمامتهالا:تايضايرلا

لصاوتلاتاراهماهنيبنموالماكتمالكهنملعجتويضايرلاىوتحملا

اهميظنتوتانايبلاعمجتاراهمو،يضايرلاسحلاتاراهمو،يضايرلا

.ايلعلاريكفتلاتاراهمو،اهريسفتو

Translation: Mathematics: It is important to pay
attention to mathematical skills, which intercon-
nect mathematical content, making it an integrated
whole. These skills include mathematical commu-
nication, sense of maths, data collection, organ-
isation and interpretation skills, and higher-order
thinking skills.

3. True label: UE, Predicted label: HS
Sample texts:

وهوأ،هانعمقفتاوهظفلفلتخااموهفدارتلا:ةيبرعلاةغللا

يتلاةماسأوثيللاودسألاك،دحاولولدمىلعتاملكةدعقالطإ

.ىنعمدنهملاوفيسلاوماسحلاو،ادحاوىمسمينعت

Translation: Arabic Language: Synonymy is
when different words have the same meaning, or
when several words refer to the same signified
thing, such as ,"ثيل","دسأ" and "ةماسأ" which all mean
’lion, and "دنهم","فيس","ماسح" which carry the same
meaning for ’sword’.

4. True label: UE, Predicted label: INT
Sample texts:

ىمستءارضخةدامبةءولمميهو،ءارضخلاتاديتسالبلا:مولعلا

يوتحتالفةيناويحلاةيلخلاامأ.ءزجلااذهيفءاذغلاقرحيايردنكوتيملا

كانهيولخرادجاهلةيتابنلاايالخلا.ليفورولكلاوأتاديتسالبلاىلع

الكشاهيطعي،يولخلارادجلاىمسيةيتابنلاةيلخلابطيحيبلصرادج

ءاذغلاعناصمدعتءارضخلاتاديتسالبلاايالخلاامأ.قودنصلاهبشي

.ليفورولكلاةدامىلعيوتحتو،ةيلخلايف

Translation: Science: Green plastids are filled
with a green substance called mitochondria that
burns food in this part. As for animal cells, they
do not contain plastids or chlorophyll. Plant cells
have a cell wall, there is a hard wall surrounding
the plant cell called the cell wall, which gives it a
box-like shape. As for the green plastids, they are
the food factories in the cell and contain chlorophyll.

5. True label: HS, Predicted label: UE
Sample texts:

اهبلصتمبساحيألحيتتةيملاعةكبشتنرتنإلا:ةيمقرلاتاراهملا

ةيتوبكنعلاةكبشلااهنمتامدخمدقت.ىرخألاتابساحلابلاصتالا

ةطبارتملاتادنتسملانمماظنيهوتنرتنإلاتامدخدحأدعتةيملاعلا

وأةدحاوبطابترالابيوةحفصلكلنكميوبيولاتاحفصىمست

مدختسنبيولاتاحفصىلإلوصولل.ىرخألاتاحفصلانمرثكأ

طغضلاوتاحفصلاهذهحفصتانلحيتتبيولاتاحفصتمىمستجمارب

طباورلاهذهىمست.ىرخأتاحفصىلإلاقتناللطباورلاىلع

اهيلعفرعتلانكميوةديرفبيوةحفصلكدعت.ةيبعشتتاطابترا

انهناونعلانأظحال.بيولاعقاومددحمىمسيناونعلالخنم

مدختستىرخأتامولعمىلإةفاضإلاب.فيضملامساىلعيوتحي

.ددحمفيضمىدلنيعمدنتسمىلإلوصولل

Translation: Digital Skills: The internet is a global
network that allows any computer connected to it
to communicate with other computers. It offers
services, one of which is the World Wide Web, a
system of interlinked documents called web pages.
Each web page can link to one or more other pages.
To access web pages, we use programs called web
browsers that allow us to browse these pages and
click on links to go to other pages. These links are
called hyperlinks. Each web page is unique and
can be identified by an address called a URL. Note
that the address here contains the host name, as
well as other information used to access a specific
document on a specific host.

6. True label: INT, Predicted label: UE
Sample texts:

كيدلنوكيامدنعفلموأدلجمنعثحبلا:ةيمقرلاتاراهملا

نأيعيبطلانمف،كبصاخلابساحلازاهجىلعتافلملانمريثك�لا

،فلمىلإةجاحبتنكاذإكلذل،هيفاهتظفحيذلاناكملاىسنت

.هنعثحبلاكنكميف

Translation: Digital Skills: When you have many
files on your computer, it is normal that you might
forget where you saved them. Therefore, if you
need a file, you can search for it.

7. True label: INT, Predicted label: HS
Sample texts:

ةيجمربلاعطاقملاءدبتاعبقلا:تانبللالاكشأ:بساحلامولع

ةيجمربلاتاوطخلانيوكتسيدكتللةلباقلاتانبللا.ثادحألاصانتقاو

قيبطتلىرخألاتانبللةيواحلتكلا.اهضعبعم(اهسيدكت)اهفصربع

ميقديعت:طورشلا.تانبللانماهتايوتحمىلع(ققحت،راركت)ريثأتلا
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راركتلاورايتخالالتكيفاهمادختسانكمي(أطخ/باوص)ةيقطنم

مض:ًالثم.اهيلعتايلمعلاءارجإدعبتانايبلاىلعلوصحلا:ميقلا.

دعبمدختسملاتالخدم،يئاوشعمقرديلوت.صوصنلانمنيتلسلس

.خلإ،املاؤسىلعهتباجإ

Translation: Computer Science: Types of build-
ing blocks: Start blocks for software pieces and
capturing events. Stackable blocks compile the
programming steps by lining them up (stacking)
together. Container blocks apply effects (repeat,
check) on their contained blocks. Conditions: Re-
turn logical values (true / false) that can be used in
choice and repetition blocks. Values: Obtain data
after performing operations on it. For example:
concatenating two strings, generating a random
number, user inputs after answering a question,
etc.

Misclassifications naturally occur for texts that lie
on the boundary between the later stages of EE and
the early stages of UE within individual subjects.
This is evident in cases 1, 2, 4, and 6 for ’Digital
Skills’, and in case 7 for ’Computer Science’.

5.2. Fine-grained Readability
Assessment

Figure 4 illustrates the confusion matrix for coarse-
grained readability assessment. Among the 2681
test instances, 871 instances were misclassified,
which is higher than the coarse-grained. According
to the confusion matrix, majority of the misclassifica-
tion occur between the close grades which also be-
longed to the same label in the coarse-grained level.
For example, 146 Grade 10 instances were mis-
classified as Grade 11 and 133 Grade 10 instances
were misclassified as Grade 11. This illustrates that
the model may struggle with distinguishing these
grades. Furthermore, misclassifications are higher
among the Grade 10,11 and 12, suggesting that
better models should be deployed when assessing
readability in these grades.

Figure 5: Confusion matrix for fine-grained text
readability estimation. The labels are the different
grades

6. Conclusions and Future Work

In this paper, we introduced DARES, a dataset for
Arabic readability estimation based on Saudi school
material. DARES has two subtasks; 1. Coarse-
grained readability assessment where the text is
classified into different educational levels such as
primary and secondary. 2. Fine-grained readability
assessment where the text is classified into individ-
ual grades.. To the best of our knowledge, DARES
is the first readability assessment dataset based on
concepts. We trained several transformer models
that support Arabic under different input settings.
The results showed that CAMeLBERTmix model
provided the best results in both subtasks under
the ’Subject + Text’ setting. Furthermore, the re-
sults showed that multilingual models do not show
competitive results compared to the Arabic specific
models. In terms of error analysis, the majority of
errors in the coarse-grained set were found in the
’Science’ subject, followed by ’Arabic Language’,
’Artistic Education’, and ’Islamic Studies’. The fine-
grained set also showed the highest number of
errors in the same subjects, except for ’Artistic Ed-
ucation’, with ’Chemistry’ and ’Physics’ adding to
the error count as well.

The outcomes of this research hold significant im-
plications for Arabic language education. DARES
dataset can be used to The proposed readabil-
ity assessment models offer educators a reliable
means to prepare appropriate reading materials,
enhancing the learning experience. Our research
addresses the challenge of making complex con-
cepts accessible to a wider range of students.

In future work, we hope to extend the dataset into
more concepts and involve more school material.
We would also like to incorporate large language
models particularly trained in Arabic, such as Jais
(Sengupta et al., 2023) in our methods as they
have shown state-of-the-art results in many NLP
tasks. Finally, we would like to develop a text sum-
marisation pipeline for Arabic, which will have the
capability to summarise the text, which has a high
readability for a particular grade.

Limitations

While this study aims to advance Arabic text read-
ability understanding, we have identified the follow-
ing limitations.

1. Limited dataset size - We accept that DARES
only has 13335 instances and is limited in size
compared to other readability datasets. How-
ever, as we explained before, this is due to the
unique nature of the way we collected DARES
focusing on concepts.

2. Involvement of other readability datasets - As a
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language resources paper, we did not focus on
techniques such as transfer learning from other
readability datasets that could have improved
the results. In this paper, we focus more on
the dataset collection.

3. Involvement of large language models - As we
mentioned before, we did not experiment with
any large language model. The models we
experimented will serve as a baseline for the
dataset.

Ethical Considerations

This research adheres to strict ethical standards
throughout the data collection, analysis, and inter-
pretation processes. We have taken careful mea-
sures to ensure compliance with ethical guidelines
regarding educational materials, including copy-
right and intellectual property rights. It is important
to note that the curriculum used in this research
is not distributed or reused; rather, it is processed
and produced solely as a training dataset for re-
search purposes. This approach aligns with the
policies outlined by the Saudi Authority for Intellec-
tual Property and ensures the responsible use of
educational materials. Additionally, our data prepa-
ration procedures prioritise transparency, integrity,
spell-checking, and expert review to maintain ac-
curacy and fidelity in our research outcomes.
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