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Abstract
Generative Vision and Language models have
obtained remarkable results recently, thanks
to the use of robust pre-trained Visual en-
coders and Large Language Models (LLMs),
together with efficient model adaptation train-
ing strategies, requiring minimal architectural
modifications, while preserving LLMs’ orig-
inal capabilities. With these advances focus-
ing mainly on the English language, there is a
gap in customization methodologies for other
languages. In this paper, we propose a cus-
tomization methodology that adapts existing
state-of-the-art vision and language architec-
tures to European Portuguese (PT-PT). As a re-
sult of applying this methodology, we introduce
V-GlórIA , the first Large Vision and Language
generative model specifically customized for
European Portuguese. V-GlórIA supports mul-
timodal tasks such as image captioning, re-
trieval, and dialogue. To deliver V-GlórIA,
we leverage state-of-the-art V&L architectures,
and contribute with PT-PT machine translated
pre-training (CC3M PT-PT) and benchmark
(MSCOCO PT-PT and VisDial PT-PT) datasets.
Our experiments show that V-GlórIA delivers
promising performance in text-image retrieval
and downstream tasks in a zero-shot setting,
such as image captioning and visual dialogue
tasks, highlighting the effectiveness of our cus-
tomization approach. 1

1 Introduction

Vision and Language are two of the main com-
munication and information perception mediums,
serving as fundamental channels through which hu-
mans interpret and interact with the world around
them. Devising Vision and Language (V&L) mod-
els that can seamlessly combine these two modal-
ities is paramount to delivering AI systems ca-
pable of addressing tasks such as image caption-
ing and visual question-answering, essential tasks

1Code and data are available in https://github.com/
amsimplicio/V-GlorIA.

to aid visually impaired individuals, and Image-
to-Text and Text-to-Image retrieval, for general
multimodal information seeking. Recently, there
have been notable advances in vision and language
models (Liu et al., 2023; Koh et al., 2023; Kim
et al., 2021), which leverage Large Language Mod-
els as backbones (Touvron et al., 2023; Brown
et al., 2020; Zhang et al., 2022) (LLMs). Most of
these advances have been made with models in En-
glish or other high-resource languages, leaving be-
hind other lower-resource languages, as is the case
of European Portuguese (PT-PT). This evidences
the urgent need of having effective customization
methologies to deliver V&L LMs, openly available,
for PT-PT speakers. This customization process
raises two complementary challenges: 1) how to
overcome the limited availability of PT-PT multi-
modal datasets and resources, and 2) how to train
a Large Visiwon and Language model, capable of
addressing multiple V&L tasks, in PT-PT.

Most LLMs are trained with text-only web
scraped data, achieving great performance on a
myriad of natural language tasks, but lack an
overall understanding of images, thus not having
visual reasoning capabilities. Pioneering vision
and language models, adopted fully multimodal
Transformer-based models (Lu et al., 2019; Yu
et al., 2022; Wang et al., 2022), with either single-
stream or dual-stream architectures (Bugliarello
et al., 2021), pre-trained on image-text pairs. More
recently, towards generalizing high-performing
large LMs to the visual domain, it is common prac-
tice to leverage text-only LLMs as the backbone
and equip them with a visual encoder (Radford
et al., 2021; Dosovitskiy et al., 2021). Then, LLMs
are augmented with a visual projection compo-
nent that aligns visual tokens with the LLM token-
space (Koh et al., 2023; Liu et al., 2023).

In this paper, we seek to establish a
V&Lcustomization methodology to European Por-
tuguese, and as a result, deliver the first European
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Portuguese vision and language LM, V-GlórIA.
To this extent, we make two major contributions:
1) we create and make available both large-scale
image-text pre-training datasets as well as well-
known V&L benchmarks in European Portuguese.
In particular, CC3M (Sharma et al., 2018a) PT-PT
(3 million image-caption pairs) for pre-training,
MSCOCO (Lin et al., 2014) PT-PT (image-caption
pairs) and VisDial (Das et al., 2017) PT-PT (vi-
sual dialogs) for benchmarking on downstream
V&L tasks. An extensive assessment of available
machine translation approaches is carried out. 2)
following the V&L LMs state-of-the-art, we adapt
the FROMAGe (Koh et al., 2023) model to support
PT-PT. Its flexible decoder-based architecture, aug-
mented with multimodal specialized layers, gives
the model the capacity to process and produce in-
terleaved multimodal inputs and outputs. Given
that a key step is to replace the original LLM by a
PT-PT LLM, we leverage a recent PT-PT text-only
decoder, GlórIA (Lopes et al., 2024), and conduct
extensive experiments, in a zero-shot setting, on
image caption and visual dialog tasks.

2 Related Work

Most Generative Vision and Language models con-
sist of decoder-only Transformers. GPT-3 (Brown
et al., 2020) showed that when trained with a lot
of data, language models can generalize and solve
new (unseen) tasks. This is very useful since al-
though the training is expensive and requires a lot
of data, once they are pre-trained, they can be ap-
plied to a myriad of tasks with reduced adaptation
costs. LLaVA (Liu et al., 2023) takes advantage
of this by creating a general Vision and Language
model using a frozen LLM as decoder and a frozen
visual encoder to encode the images, training a
linear layer that transforms the image embeddings
into the LLM embedding space. This simple linear
transformation has the advantage of introducing
a very small number of parameters to be learned,
allowing for efficient large-scale training, while
leveraging the generalization capabilities of the
backbone text LLM. Different ways of mapping im-
age embeddings to the LLM token subspace have
been tried, such as a Q-Former (Li et al., 2022)
consisting of a Query transformer that learns query
embeddings that will interact with the image encod-
ing through cross attention, and CogVLM (Wang
et al., 2024) where although the part of the LLM
that processes the text input will still be frozen,

it trains the weights used to compute the queries,
keys, and values relative to the image embeddings.
FROMAGe (Koh et al., 2023) takes a step further
by extra linear transformations that enable to model
to generatively retrieve images/texts. This is ac-
complished by introducing a special retrieval token,
that is then trained under a multimodal contrastive
learning of cross-modal mappings.

Most of these models are in English or other
high-resource languages. Very recently, open Euro-
pean Portuguese LLMs have been made available.
In particular, GlórIA (Lopes et al., 2024) is a Eu-
ropean Portuguese LLM Decoder based on GPT-
Neo (Black et al., 2021) - which approximates the
GPT3 architecture - trained on a 35B token corpus,
from a diverse set of domains, including web con-
tent, news pieces, encyclopedic knowledge, news
articles, and dialogs. Gervásio (Santos et al., 2024)
is another relevant European Portuguese LLM de-
coder which is based on a pre-trained LLaMA 2
7B (Touvron et al., 2023) model, fine-tuned on
Portuguese instruction datasets, comprising around
83M tokens. Regarding V&L approaches, litera-
ture is scarce. CAPIVARA (dos Santos et al., 2023)
trains a Brazilian Portuguese CLIP model, while
performing data augmentation through image cap-
tioning and machine translation. In this work, and
using recent developments in the LLM PT-PT, we
seek to narrow this gap, by introducing a European
Portuguese V&L model.

3 PT-PT Datasets for Vision and
Language AI

Due to the lack of European Portuguese
V&L datasets, we embraced the task of translat-
ing core vision and language datasets from En-
glish into European Portuguese. Given the size of
existing datasets (millions scale), translating the
datasets with human experts would be too costly,
hence we considered three distinct automatic ma-
chine translation models: first, we considered a)
MADLAD-400 (Kudugunta et al., 2023), a model
trained on a 3T token dataset based on Common-
Crawl, created by Google, covering text data from
over 400 languages; b) Narrativa2, which is an
mBART-50 (Tang et al., 2020) model fine-tuned
on the opus-100 (Zhang et al., 2020) dataset for
English to Portuguese Translation, c) DeepL3 a

2https://huggingface.co/Narrativa/
mbart-large-50-finetuned-opus-en-pt-translation

3https://www.deepl.com/translator
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Table 1: Translation statistics, for CC3M and COCO, with different machine translation approaches. # Samples -
total number of samples, # Tokens - total number of tokens, # Avg. Tokens/Sample - average number of tokens per
sample. * Stands for the original captions.

Statistic English* MADLAD Narrativa DeepL

C
C

3M

# Samples 2 709 383 2 709 383 2 287 769 2 709 383
# Tokens 27 919 393 26 558 075 24 257 997 29 844 147
# Tokens/Sample 10.30 9.80 10.60 11.02

C
O

C
O # Samples 25 014 25 014 23 614 25 014

# Tokens 282 297 282 172 267 893 292 626
# Tokens/Sample 11.29 11.28 11.34 11.70

Original*: plenty of space : at
square feet the property would
have ample room for actor and
her daughter
MADLAD-400: abundância
de espaço: em pés quadrados a
propriedade teria amplo espaço
Narrativa: plenty of space : at
square feet the property would
have ample room for actor and
her daughter
DeepL: muito espaço: em met-
ros quadrados, a propriedade
teria muito espaço para o ator
e a sua filha

Original*: people waiting for
the bus in snow storm
MADLAD-400: pessoas à es-
pera do ônibus na tempestade
de neve
Narrativa: Pessoas à espera
do autocarro em tempestade de
neve
DeepL: pessoas à espera do
autocarro numa tempestade de
neve

Original*: person serves
lunch to two of her daughters
at their farm.
MADLAD-400: uma mulher
serve o almoço para duas de
suas filhas em sua fazenda
Narrativa: A pessoa serve o
almoço a duas filhas da fazenda
dela.
DeepL: uma pessoa serve o al-
moço a duas das suas filhas na
sua quinta.

Figure 1: Translation results of sample captions from
the CC3M dataset, using each of the three considered
translation approaches. The original caption is shown
for reference.

commercial translation service.

We started by pre-assessing the performance of
each of the three approaches, using a subset of
CC3M, comprising both shorter and longer cap-
tions. Table 1 illustrates some of the translated ex-
amples of the CC3M dataset (Sharma et al., 2018a).
First, although MADLAD-400 seems to give good
translations, most are in Brazilian Portuguese. Nar-
rativa translations are in European Portuguese, but
for many captions, the model output is the orig-
inal English caption, rather than its translation.
DeepL seems to solve these problems, by provid-
ing high-quality European Portuguese translations,
with the disadvantage of being a commercial so-
lution. For example, for the first image, Narrativa
outputted the original caption, and in the second
image MADLAD-400 uses a Brazilian Portuguese
lexicon in its translations (e.g. "ônibus" instead of
"autocarro", the word bus). Something we also no-
tice is that MADLAD-400 often does not translate
the full caption (as in the first image).

Given these observations, we translated the
CC3M (Sharma et al., 2018b), MSCOCO (Lin
et al., 2014), and VisDial (Das et al., 2017) datasets,
using DeepL and MADLAD-400(Kudugunta et al.,
2023). Given the higher effectiveness of DeepL,
we will take them as the main datasets/benchmarks,
and refer to them as CC3M PT-PT, MSCOCO PT-
PT and VisDial PT-PT, respectively. The CC3M
PT-PT dataset was used as the pre-training dataset,
and both MSCOCO PT-PT and VisDial PT-PT were
used for benchmarking retrieval, image-captioning
and visual dialog tasks. Table 1 shows the aggre-
gated statistics of these datasets. It is important to
note that the lower number of total tokens in the
Narrativa translation stems from the fact that some
captions are not actually translated. DeepL transla-
tions have higher token numbers than the original
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English dataset, which despite corroboration with
the increased verbosity of Portuguese vs. English,
will have an impact on the models’ performance.

4 Method

In this section we present V-GlórIA, an European
Portuguese Large V&L model, capable of flexi-
bly interleaving the two modalities, images and
text, and therefore generalize to different NLP and
CV tasks such as multimodal retrieval, image cap-
tioning, and visual dialog. Therefore, we adapt
the FROMAGe model (Koh et al., 2023) architec-
ture, which leverages a text LLM and adds a set
of projection layers to align images with the LLM
input subspace, and support generative retrieval.
Specifically, it allows us to use an European Por-
tuguese LLM, that will be frozen during training,
with lightweight training strategies aimed at equip
V-GlórIA with visual and linguistic reasoning ca-
pabilities.

4.1 V-GlórIA Architecture

4.1.1 PT-PT Language Model Backbone.
V-GlórIA uses a Portuguese large language model
decoder originally trained with text-only data with
a causal language modeling task. V-GlórIA is
based on a PT-PT open and top performing LLM,
GlórIA (Lopes et al., 2024). In the experiments, we
compare it with alternative LLM backbones, such
as Gervásio (Santos et al., 2024).

4.1.2 Visual Encoder Model.
Images are encoded using a pre-trained CLIP ViT-
L/14 (Radford et al., 2021), such that given an
image y, the visual model outputs v(y) ∈ Rm,
corresponding to the [CLS] token embedding. Both
θ and ϕ, both LLM and visual encoder parameters
will be frozen.

4.1.3 Visual Projection Layer.
With the LLM and the visual encoder frozen, a
projection layer is used to map the encoded im-
ages to the embedding subspace of the LLM token.
Namely, a linear layer, v(y)T ·Wc ∈ Rd, where d
corresponds to the LLM hidden dimension. This
transformation makes it possible for our Portuguese
decoder to understand the contents of the image it
receives.

4.1.4 Multimodal Retrieval.
In order to support retrieving images, conditioned
either on text or images, a special token [RET] is

added to the model vocabulary, so that at any point
in the decoding, the model can decode this token
and its embedding (which will be learned) can be
used for retrieval. During training, a [RET] token is
appended to the end of the input captions. In prac-
tice, two linear mappings are trained, Wt ∈ Rd×q

and Wi ∈ Rm×q, which will map the hidden rep-
resentation of [RET] obtained from the last hidden
layer of the LLM and the visual embeddings, re-
spectively, into a common q dimensional space.

4.2 Training
The training tasks are specifically designed to equip
the model vision and language reasoning capabil-
ities: describing visual content; processing inter-
vealed images and text in its context; and third
matching images to text and vice versa. The model
is trained with a multitask objective L comprising
image captioning and image-text retrieval, with

L = λcLc + λr(Li2t + Lt2i), (1)

with λc = λr = 0.5, as illustrated in Figure 2.

4.2.1 Image Captioning.
For captioning, the model is trained to autoregres-
sively predict the next token, with a Cross-entropy
loss conditioned on the image representation, i.e.

lc(x, y) =

T∑

t=1

log pθ(st|v(y)TWc, s1, . . . , st−1),

(2)
where st represents the t-th token of the caption x,
Wc the weights of the visual projection layer, and
θ the frozen parameters of the LLM.

4.2.2 Image-text Retrieval.
For bidirectional multimodal retrieval, given a cap-
tion xi and its corresponding image yi

4, the In-
foNCE (van den Oord et al., 2018) loss for multi-
modal contrastive learning is used as

Lt2i = − 1

N

N∑

i=1

(
log

exp(xi · yi/τ)∑N
j=1 exp(xj · yj/τ)

)
,

(3)
where xi · yi corresponds to the cosine similarity
between embeddings. The loss in the opposite
direction, Li2t, is defined reciprocally, with xi and
yi swapped.

4For the sake of notation simplification, xi ∈ Rq and
yi ∈ Rq correspond to the [RET] token output of the re-
trieval mapping Wt ∈ Rd×q , and to the outputs of the visual
mapping Wi ∈ Rm×q , respectively.
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Figure 2: Overview of the V-GlórIA architecture. The model is trained on image-text pairs for image captioning and
image-text retrieval. The LLM and visual encoder are frozen, while the three projection layers (in yellow), with
weight matrices Wc, Wi, and Wt, are learned.

5 Experimental Setup

We assess the performance of our model in both im-
age retrieval and image-and-text generation tasks.
The models were trained on the CC3M PT-PT
dataset, originally comprising 3.3 million image-
text pairs, which after filtering out missing and
corrupted images resulted in a total of 2.7M sam-
ples. We consider both GlórIA 1.3B 5 and Gervásio
7B 6 as the PT-PT LLM backbones.

Multimodal retrieval and image captioning are
evaluated in both the CC3M PT-PT (full-shot) and
MSCOCO PT-PT (zero-shot) evaluation sets. Mod-
els are also evaluated in the Visual Dialog task (Das
et al., 2017), in a zero-shot setting. To estab-
lish a comparison between English and European
Portuguese, we consider the architectural twin of
GlórIA 1.3B, GPTNeo 1.3B (Black et al., 2021),
an English-only LLM.

Training details. For training, we set a batch size
of 180 and train for a total of 20000 iterations,
taking about 24 hours on 1x NVIDIA A100 40GB
GPU. We used the Adam optimizer (Kingma and
Ba, 2015) with a learning rate of 0.0003 and a
warmup of 100 steps.

The loss weight λc and λr are set to 1, the vi-
sual prefix length of k = 1. As for the embed-
ding dimensions, we set the retrieval embedding
dimension to q = 256, and model inner embedding
dimension to d = 2048.

As most of the model parameters are frozen,

5https://huggingface.co/NOVA-vision-language/
GlorIA-1.3B

6https://huggingface.co/PORTULAN/
gervasio-7b-portuguese-ptpt-decoder

our method is memory and compute-efficient: we
backpropagate through the frozen LLM and visual
model but only compute gradient updates for the 3
trainable linear mappings and [RET] embedding.

6 Results and Discussion

In this section, we discuss the experimental results
in the image captioning and cross-modal retrieval
tasks. We start by evaluating our model in cross-
modal retrieval, in both Image to Text (I2T) and
Text to Image (T2I) settings, and then in image
captioning. We follow related work, and for cross-
modal retrieval experiments adopt as metrics Re-
call@5 (R@5), and Recall@10 (R@10), and for
image captioning BLEU and METEOR. Finally,
we consider the challenging task of Visual Dialog,
in a zero-shot setting. For the three tasks, we follow
the established task evaluation protocols.

6.1 Cross-Modal Retrieval Results

The cross-modal retrieval results are shown in Ta-
ble 2, where, for reference, we show (in gray)
the performance of an English model (GPT-Neo
1.3B), trained and evaluated on the corresponding
original English datasets. We can observe that V-
GlórIA, using GlórIA as LLM, trained with data
translated with DeepL, has the best results, signifi-
cantly outperforming Gervásio in both directions,
although the latter has more than five times the
number of GlórIA parameters. In the MSCOCO
validation set (unseen data), we observe a simi-
lar trend, where GlórIA shows to be preferable
to Gervásio. However, in MSCOCO, we observe
that higher performance is achieved when training
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Table 2: Cross-modal Retrieval results for CC3M PT-PT and MSCOCO PT-PT datasets.

I2T T2I

LLM Backbone Data Language R@5 R@10 R@5 R@10

C
C

3M

GPT-Neo 1.3B English 13.7 31.3 11.9 29.0
GlórIA 1.3B PT-PT MADLAD-400 22.5 44.9 22.0 44.1
GlórIA 1.3B PT-PT DeepL 23.4 45.9 23.3 45.9
Gervásio 7B PT-PT MADLAD-400 15.5 33.8 15.3 34.4
Gervásio 7B PT-PT DeepL 16.6 34.8 16.1 35.5

M
SC

O
C

O

GPT-Neo 1.3B English 21.0 30.7 21.1 29.6
GlórIA 1.3B PT-PT MADLAD-400 34.7 46.8 35.7 47.2
GlórIA 1.3B PT-PT DeepL 30.2 41.1 30.1 40.7
Gervásio 7B PT-PT MADLAD-400 16.6 25.5 16.5 24.2
Gervásio 7B PT-PT DeepL 16.7 24.5 15.7 22.3

Table 3: Image Captioning results on the validation split of the CC3M PT-PT and MSCOCO PT-PT datasets.

LLM Backbone Data Language BLEU1 BLEU2 BLEU3 BLEU4 METEOR

C
C

3M

GPT-Neo 1.3B English 18.5 9.9 6.0 4.0 17.6
GlórIA 1.3B PT-PT MADLAD-400 11.9 6.0 3.5 2.3 13.9
GlórIA 1.3B PT-PT DeepL 11.8 5.7 3.3 2.2 13.7
Gervásio 7B PT-PT MADLAD-400 9.6 5.4 3.4 2.3 12.3
Gervásio 7B PT-PT DeepL 10.8 6.1 3.8 2.6 13.1

M
SC

O
C

O

GPT-Neo 1.3B English 42.8 24.1 12.9 7.0 13.1
GlórIA 1.3B PT-PT MADLAD-400 29.7 16.2 8.8 4.7 13.8
GlórIA 1.3B PT-PT DeepL 25.8 12.7 6.8 3.6 12.1
Gervásio 7B PT-PT MADLAD-400 21.6 12.3 7.0 3.9 13.4
Gervásio 7B PT-PT DeepL 23.8 13.3 7.9 4.7 12.9

and evaluating using the dataset translations ob-
tained with MADLAD-400. This might be because
although these models are European Portuguese
LLMs, some of the data they were trained on may
be in Brazilian Portuguese allowing the model to
better understand the latter variety present in the
MADLAD-400 translation.

When comparing the performance between the
two languages, i.e. PT-PT (GlórIA 1.3B) and
English (GPT-Neo 1.3B), we observe that perfor-
mance is higher in PT-PT. This shows the robust-
ness of our training procedure and hints at the
promising capabilities of PT-PT vision and lan-
guage models.

Table 4: Zero-shot results on VisDial (Das et al., 2017),
for image-and-text-to-text (IT2T) and text-to-image
(T2I) retrieval. Unlike previous methods, is capable
of generating free-form text interleaved with image out-
puts through text-to-image retrieval.

IT2T T2I

Backbone R@5 R@10 R@5 R@10

GlórIA 1.3B 4.2 14.1 17.3 25.2
Gervásio 7B 4.0 13.9 8.2 14.0

6.2 Image Captioning Results

Table 3 shows the results of the image captioning.
Again, for reference, we show (in gray) the per-
formance of an English model (GPT-Neo 1.3B),
trained and evaluated on the corresponding original
English datasets.
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Query: "Uma mota Honda preta estacionada em frente a uma garagem."
*Query in English* - "A dark Honda motorbike parked in front of a garage."

Retrieved images:

(a) Image retrieval

Ground truth:
Um homem numa prancha de surf na água.

V-GlórIA generated caption:
Um surfista a surfar a onda!

Gervásio generated caption:
um surfista a saltar de uma onda[RET] surfista a saltar
de uma onda[RET] surfista ...

Ground truth caption:
Várias pessoas caminham pelo aeroporto enquanto
esperam pelas suas malas.

V-GlórIA generated caption:
A fila de pessoas que se encontram a caminho do
aeroporto.

Gervásio generated caption:
pessoas a descer a passagem de nível.

(b) Image captioning.

Question: Quantas pessoas estão na foto?
Answer (GT): 5
Answer (V-GlórIA): 13

Question: Estão virados para a câmara?
Answer (GT): sim
Answer (V-GlórIA): sim

Question: Estão a usar casacos?
Answer (GT): sim
Answer (V-GlórIA): sim

Question: Existem árvores visíveis?
Answer (GT): sim
Answer (V-GlórIA): branco

(c) Visual dialog.

Figure 3: V-GlórIA can solve core vision and language tasks.
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First, we observe the same trend in which our
model, V-GlórIA, using GlórIA 1.3B as its LLM
backbone, consistently achieves superior perfor-
mance, compared to the Gervásio LLM backbone.
Second, it can be seen that the task is much more
challenging on CC3M-PT, with all models obtain-
ing a lower performance. These low BLEU scores
on CC3M, might be explained by the fact that since
CC3M captions are collected from the web, and
not manually annotated like in MSCOCO, mak-
ing them more prone to being unaligned with the
image. This is evidenced in the first example of
Table 1, where the caption mentions "actor and
her daughter" which cannot be guessed from the
picture. However, in MSCOCO, higher BLEU and
METEOR scores are obtained. This is explained by
three aspects: 1) the captions’ lexicon diversity in
MSCOCO is significantly lower when compared to
CC3M, and 2) the connection between images and
the captions is much tighter in MSCOCO, and 3)
captions have a more predictable format. It should
be noted that for MSCOCO, models are evaluated
in a zero-shot setting, evidencing that V-GlórIAis
capable of generalizing to unseen data.

When comparing a full English setup (gray lines)
vs. a PT-PT model trained on PT-PT data, we ob-
serve that the former achieves higher performance
in both datasets. Given the proximity of the image
captioning task to the original LLM loss, and the
fact that GPT-Neo 1.3B was pre-trained on a sig-
nificantly larger text corpus, compared to GlórIA
and Gervásio, this is not surprising, and we believe
that this can be countered with an improved PT-PT
LLM.

6.3 Visual Dialog Results
To assess our model performance on a more chal-
lenging vision and language task, we evaluate it
on the Visual Dialog (VisDial) (Das et al., 2017)
task, in zero-shot, in two different settings: a) IT2T
(image and text to text) where given an image, a
dialog about it, and a question, the model has to
select the correct answer from a pool of 100 can-
didate answers, and b) T2I (text to image), where
given a dialog about an image, the model has to
retrieve the correct image. Given that V-GlórIA is
an autoregressive decoder, we follow the protocol
of (Koh et al., 2023) for IT2T, and given a question
and answer sequence, we select the answer with
the lowest perplexity, among the candidate answer
options.

Table 4 shows the results. We observe that all

models exhibit low performance, regardless of the
PT-PT LLM backbone. Performance is, however,
higher in T2I, compared to IT2T, which is con-
sistent with the fact that the T2I task is closer to
the vision and language tasks considered in train-
ing. Notwithstanding, V-GlórIA , using the GlórIA
PT-PT LLM, demonstrates better generalization ca-
pabilities to new tasks, significantly outperforming
the model using the Gervásio PT-PT LLM. We be-
lieve that part of these results can be dramatically
improved by using a stronger PT-PT LLM. That is,
despite the higher effectiveness of the GlórIA PT-
PT LLM, it was not trained on instructions. This
makes the model struggle when instructed to an-
swer questions.

7 Conclusions

In this paper, we proposed a methodology to effi-
ciently customize a Vision and Language LLM to
European Portuguese. In particular, we introduced
V-GlórIA, the first European-Portuguese Vision
and Language model, capable of addressing mul-
timodal tasks such as retrieval, image captioning,
and visual dialogs illustrated in Figure 3. Exper-
iments, leveraging current best performing open
PT-PT LLMs as backbones, reveal performances
that are competitive with the English counterpart
setting (i.e. English pre-training and benchmarks),
on these tasks. V-GlórIA demonstrated to be ca-
pable of generalizing to unseen data, especially in
multimodal retrieval. For more challenging tasks,
such as Visual Dialog, the proposed approach is
still not on par with English models. However, we
believe that as better PT-PT models arise, including
instruction-tuned ones, the performance gap can
be narrowed down by employed our devised cus-
tomization methodology, and leveraging our con-
tributed PT-PT data resources. We will release the
PT-PT high-quality translations of the most popular
V&L datasets to foster research in this area.

8 Ethical Considerations

This research presents a methodology for customiz-
ing and adapting vision and language models to
European Portuguese. In alignment with principles
of transparency and ethical responsibility, we exclu-
sively utilized publicly available research datasets
and benchmarks. No private or sensitive informa-
tion, whether personal or proprietary, was used in
this work.
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