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Abstract

This study presents our submission to the Strict-
Small Track of the 2nd BabyLM Challenge.
We use a teacher—student distillation setup with
the Baby Llama model (Timiryasov and Tastet,
2023) as a backbone. To make the student’s
learning process more focused, we replace the
objective function with a reverse Kullback—
Leibler (KL) divergence, known to cause
mode-seeking (rather than mode-averaging) be-
haviour in computational learners. We further
experiment with having a single teacher (in-
stead of an ensemble of two teachers) and im-
plement additional optimization strategies to
improve the distillation process. Our experi-
ments show that under reverse KL divergence,
a single-teacher model often outperforms or
matches multiple-teacher models across most
tasks. Additionally, incorporating advanced
optimization techniques further enhances the
model’s performance. These findings support
our idea that “‘choosy babies need one coach”.

1 Introduction

One important feature of child language learning is
its incrementality, gradually moving from simple to
more complex language. When talking to a child,
adults often choose to use simple words and expres-
sions, effectively allowing the child to first focus on
what’s easy to learn (e.g., Cameron-Faulkner et al.,
2003). In machine learning, this ‘starting small” ap-
proach (Elman, 1991) has informed the paradigm
of curriculum learning (Bengio et al., 2009), where
models are trained using examples of increasing
difficulty.

In the 1st BabyLM Challenge, organized in 2023
to stimulate training of language models on smaller-
sized and child-appropriate data sets (Warstadt
et al., 2023), curriculum learning was the most
commonly used method among all submissions
(e.g., Chobey et al., 2023; Martinez et al., 2023;
DeBenedetto, 2023). Interestingly, despite its pop-
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ularity, curriculum learning did not yield consis-
tent improvements over baselines (Warstadt et al.,
2023). This suggests that while curriculum learning
remains a valuable approach, other methods such
as knowledge distillation and architectural modifi-
cations may offer additional advantages in certain
contexts (Samuel, 2023; Timiryasov and Tastet,
2023, etc.). In our submission to the 2nd BabyLM
Challenge, we leverage and combine some of the
last year’s successful approaches, while also en-
abling the learner to use a more selective learning
strategy.

More specifically, we take as starting point the
Baby Llama model and its teacher—student knowl-
edge distillation framework (Timiryasov and Tastet,
2023). We then experiment with changing its ob-
jective function from forward KL divergence to re-
verse KL divergence, inspired by Gu et al. (2024);
Agarwal et al. (2024), and implement several strate-
gies to optimize the distillation process. Unlike
forward KL, which encourages the student model
to approximate the full output distribution of the
teacher and often leads to ‘mass-covering’ behav-
ior, reverse KL focuses on high-probability outputs,
helping the student to capture the teacher’s main
modes. This effectively results in a more selective,
or ‘choosy’ learner. Furthermore, while the original
Baby Llama model was trained using an ensemble
of two different teacher models, we demonstrate
that having a single teacher is sufficient in our setup,
which further speeds up the training process and
leads us to observe that choosy babies only need
to be trained by one coach (ChooBaCa).

2 Methodology

The general approach that leads to the devel-
opment of ChooBaCa is knowledge distillation.
We start from Baby Llama as a backbone model
(Timiryasov and Tastet, 2023) and implement three
important modifications. First, we change the stu-
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dent’s objective function to reverse KL divergence,
following Gu et al. (2024); Agarwal et al. (2024).
Second, we replace Baby Llama’s ensemble of two
teachers with a single teacher, the original LLaMA
model (Touvron et al., 2023). Third, we imple-
ment several techniques to stabilize the distillation
process, inspired by the MiniLLM model of Gu
et al. (2024). In the remainder of this section, we
unpack the general framework and each of our im-
plemented modifications.

2.1 Distillation framework

We employ a student—teacher distillation setup
largely inspired by the Baby Llama model
(Timiryasov and Tastet, 2023). Our framework
consists of a larger teacher model and a smaller
student model, both based on the LLaMA archi-
tecture (Touvron et al., 2023). The student model
aims to learn the distribution of the teacher model
by minimizing the reverse KL divergence between
them.

In our setup, the distillation loss, Lgistiltation, 1S
computed using the reverse KL divergence between
the student distribution gy and the mixed distribu-
tion Pmixed (see next section for more details):

(4,1)
() o
Prixed

where 7' is the temperature parameter, /N repre-
sents the batch size, L is the sequence length,
t = 1,2,..., N is the sample batch index, and
t=1,2,..., L is the time step index within each
sequence. The scaling by 7% compensates for the
effect of temperature scaling on the gradients, al-
lowing for more stable optimization.
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2.2 Reverse KL divergence

As an alternative to the forward KL divergence ob-
jective used for distilling the teachers’ knowledge
to the Baby Llama model, we use the reverse KL
divergence.

Forward KL divergence, KL[p || ¢|, encourages
the student model to fit the entire teacher distribu-
tion, including low-probability regions. This can
lead to mode-averaging (or mass-covering) behav-
ior, where the student assigns unnecessary probabil-
ity mass to less important areas of the distribution,
often resulting in poorer text generation quality.

The reverse divergence, KL[q || p], is commonly
used in imitation learning (e.g., Uchibe and Doya,
2021; Ke et al., 2021) and Bayesian methods such
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as variational inference (see, e.g., Barber, 2012).
In the context of knowledge distillation, this objec-
tive has been proposed as an alternative to the for-
ward KL divergence (Agarwal et al., 2024; Gu et al.,
2024) thanks to its ability to induce mode-seeking
behavior, where the student model focuses on the
high-probability modes of the teacher model’s dis-
tribution. This allows the student to capture the
key patterns offered by the teacher while ignor-
ing low-probability regions, often less critical for
task performance. While this strategy can nega-
tively impact the diversity of texts generated by the
learner, it is sometimes associated with higher text
quality (Wiher et al., 2022), which makes it particu-
larly useful for small models, such as Baby Llama,
where resource efficiency and accurate learning
from limited data are crucial.

Previously, Gu et al. (2024) demonstrated the
success of this strategy in instruction-following
and long-text generation tasks. Similarly, Agar-
wal et al. (2024) proposed an on-policy knowledge
distillation framework that treats distillation as an
imitation learning process, ensuring that the stu-
dent learns from sequences it is likely to produce
during inference. Building upon these insights,
we adopt reverse KL divergence in our distillation
framework.

2.3 Using a single teacher

While reverse KL divergence effectively concen-
trates on the teacher’s primary modes in single-
teacher distillation, challenges arise when this ap-
proach needs to be extended to multi-teacher sce-
narios. Specifically, in such scenarios, the outputs
from different teachers can superimpose in poten-
tially conflicting ways. When the student model
minimizes the reverse KL divergence across mul-
tiple teacher distributions, it may struggle to align
with the primary modes due such conflicting sig-
nals. As a result, the student model’s performance
may degrade because it cannot effectively capture
the essential modes of individual teachers. There-
fore, in our model distillation setup we use a single
teacher. Choosing between the two original Baby
Llama’s teachers, LLaMA and GPT-2, we decided
to use LLaMA, as it has the same architecture as
the student model.

2.4 Additional optimization techniques

As mentioned above, our use of KL divergence
is inspired by Gu et al. (2024), who additionally
present several strategies to improve the distillation



process in their MiniLLM model. We build up on
these strategies and implement the following tech-
niques in our ChooBaCa model, see Appendix A
for more details.

Mixing teacher and student outputs. To stabilize
training and enhance performance, we mix the log-
its of the teacher and student models with a mixing
coefficient 3:

2

Zmixed = B Zteacher 1 (1 - /3 )Zstudent

Using this mixture allows the student to benefit
from the teacher’s knowledge while also incorporat-
ing its own learning. This results in a smoother op-
timization and prevents overfitting to the teacher’s
distribution.

Single-step decomposition. This is the strategy
proposed by Gu et al. (2024), and we adopt it in
some of our models. The technique rewrites the gra-
dient calculation to focus on the generation quality
of each individual token, rather than accumulating
error across the entire sequence. By directly com-
puting the gradient for each token step, it reduces
training variance and accelerates convergence, mak-
ing the optimization process more stable.

Step-wise loss computation. Inspired by the
single-step decomposition strategy, we implement
a step-wise loss computation technique. Instead
of computing the distillation loss over the entire
sequence at once, we partition the sequence into
smaller segments of length k and calculate the
loss for each segment independently. This reduces
memory consumption and accelerates training with-
out affecting model performance (Devlin et al.,
2019). While single-step decomposition focuses on
minimizing variance and improving gradient preci-
sion, our step-wise method is primarily designed to
prioritize computational efficiency. Additionally, it
may help balance gradient flow and adjust errors at
finer granularity, making it effective for handling
sequences under constrained resources.

Progressive training strategy. The mixing coeffi-
cient 8 descried above can be made dynamic —i.e.,
it progressively adjusts during training. Initially,
the student model heavily relies on the teacher’s
guidance, but as training progresses,  decreases,
allowing the student to become more independent.
Specifically, 5 is updated at each epoch e as fol-
lows:

Be = max <0']—a Bstart X <1 - |2,|>) €))
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where [ 18 the initial value of the mixing coef-
ficient, which is set to 0.7 in our experiments, e
is the current epoch number during training, and
|E| is the total number of training epochs. Addi-
tionally, 8 is bounded below by 0.1 to prevent it
from becoming too small. This progressive strategy
helps the student model transition from imitation
to autonomous learning, improving generalization
(Gou et al., 2021; Mobabhi et al., 2020).

The four described strategies enhance the distil-
lation process by stabilizing training, improving
efficiency, and enabling the student to effectively
learn from the teacher model. By progressively
reducing reliance on the teacher, the student model
can better generalize from limited data, which is
crucial in settings like the BabyLLM Challenge.

2.5 Simulation setup

As a backbone architecture, we adopt the S8M pa-
rameter version of Baby Llama, optimized for the
BabyLM Challenge tasks (Timiryasov and Tastet,
2023). Unless specified otherwise, all the experi-
mental settings, including hyperparameters, dataset
splits, and evaluation procedures, strictly follow
those outlined in the original study (Timiryasov
and Tastet, 2023).

‘We train and test 12 model variants, summarized
in Table 1. The models differ on several dimensions
as specified below.

Objective function: reverse KL divergence (as
proposed in our study) vs. forward KL divergence
(as in the original Baby Llama model).

Number of teachers: one (i.e., LLaMA model,
which we expect to be a better fit to our setup) vs.
two (i.e., LLaMA and GPT-2, as in the original
Baby Llama study).

Data set: the 2nd BabyLM Challenge data set
(2024, which is somewhat different from the last
year’s data set, see Choshen et al., 2024) vs. the
1st BabyLM Challenge data set (2023, as in the
original Baby Llama model).

Additional optimization techniques: these are
described in Section 2.4, and our model variants
differ in terms of the exact subset of techniques
they use. Table 1 provides the exact specification
for each model variant.

We use the following notation to specify each
model variant: [MODEL]-[OBJECTIVE]-[NUMBER
OF TEACHERS]-[DATA SET]. For example,
CHOOBACA-RV-1-24 is our proposed model with
reverse KL divergence and one teacher trained on



Additional techniques

Mixing Single Stepwise Progr.
No. Model Obj. Tchrs Data outputs step loss training
1 CHOOBACA-FwW-2-23  forward 2 2023 - - - -
2 CHOOBACA-FW-1-23  forward 1 2023 - - - -
3 CHOOBACA-FW-2-24  forward 2 2024 - - - -
4 CHOOBACA-FW-1-24  forward 1 2024 - - - -
5 CHOOBACA-RV-2-23 reverse 2 2023 + + - -
6 CHOOBACA-RV-1-23 reverse 1 2023 + + - -
7 CHOOBACA-RV-2-24 reverse 2 2024 + + - -
8 CHOOBACA-RV-1-24 reverse 1 2024 + + - -
9 CHOOBACA-RV-2-23+ reverse 2 2023 + - + +
10 CHOOBACA-RV-1-23+ reverse 1 2023 + - + +
11 CHOOBACA-RV-2-24+ reverse 2 2024 + - + +
12 CHOOBACA-RV-1-24+ reverse 1 2024 + - + +

Table 1: Models used in the experiments. Row 1 corresponds to the original Baby Llama architecture, row 8 is our
submission for the 2nd BabyLLM Challenge, and rows 9—12 introduce additional optimization techniques that further

improve our submission.

the 2024 data set, while CHOOBACA-FwW-2-23 is
a replication of the original Baby Llama model
presented by Timiryasov and Tastet (2023). The
model variants whose names end with a ‘+’ suffix
(e.g., CHOOBACA-RV-1-24+) introduce additional
optimization techniques as specified in Table 1. De-
tailed experimental settings and configurations can
be found in Appendix A.

2.6 Evaluation benchmarks

The 2nd BabyLLM Challenge adopts three bench-
marks commonly used for evaluating language
models.

BLiMP (Benchmark of Linguistic Minimal Pairs,
Warstadt et al., 2020) is designed to test models on
a variety of syntactic phenomena through pairs of
sentences that differ in their grammatical accept-
ability, providing insight into a model’s linguistic
capabilities.

GLUE (General Language Understanding Eval-
uation, Wang et al., 2018) is a suite of tasks for
evaluating language understanding, covering areas
like sentiment analysis, natural language inference,
and semantic similarity. SuperGLUE (Wang et al.,
2019) extends GLUE with a more challenging set
of tasks, such as causal reasoning, coreference res-
olution, and question answering, to better bench-
mark models’ advanced comprehension and robust-
ness across diverse linguistic skills.

EWoK (Elements of World Knowledge, Ivanova
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et al., 2024) is a recently developed benchmark
that tests models’ factual world knowledge, assess-
ing how well models can apply general knowledge
beyond syntactic or linguistic patterns to answer
questions about real-world situations.

3 Results and Discussion

Tables 2 and 3 present the evaluation results for all
our model variants, as well as the two baselines
adopted in the 2nd BabyLM Challenge (the orig-
inal Baby Llama model and LTG-BERT), on the
three benchmarks used in BabyLM (see previous
section).

Whereas it is clear from the tables that there is no
single best model, we can still observe several im-
portant patterns. Our primary finding demonstrates
that under reverse KL divergence (see RV mod-
els), knowledge distillation with a single-teacher
model generally outperforms or matches the per-
formance of models with two teachers. Specif-
ically, within the (Super)GLUE benchmark (11
tasks), RV models with a single teacher outper-
form two-teacher RV models in 3 tasks (27%) and
match their performance in 8 tasks (73%). Within
the other two benchmarks — EWoK (11 tasks) and
BLiMP (17 tasks), single-teacher RV models match
the performance of two-teacher RV models across
all tasks. These results support our hypothesis that
a choosy, mode-seeking learning strategy enhances
the ChooBaCa model’s ability to generalize effec-
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(Super)GLUE
CoLA (MCC) 22 00 -03 41 63 -55 30 228 22 63 50 78 143 182
SST-2 862 85.1 863 869 755 737 84.6 860 754 757 863 845 772 718
MRPC (Fy) 82.0 822 809 809 80.1 799 80.7 809 815 81.8 81.2 824 80.6 79.2
QQP (F1) 83.6 342 834 828 768 757 823 834 762 759 820 819 793 829
MNLI 724 689 727 712 673 669 71.8 714 666 674 706 70.1 689 71.0
MNLI-mm 742 689 723 725 69.0 720 723 724 663 673 717 715 713 709
QNLI 828 76,5 803 80.8 79.0 783 799 807 769 760 784 760 773 80.6
RTE 49.6 583 460 547 554 537 525 46.8 52,5 525 51.8 554 546 56.8
BoolQ 65.0 68.8 657 663 640 629 669 634 635 620 642 672 624 655
MultiRC 60.1 58.5 60.1 61.8 651 612 622 61.1 652 654 609 630 62.1 60.0
Ne 385 61.5 487 673 596 592 57.7 385 615 614 557 384 620 634
EWoK
Social interactions 50.7 51.7 503 503 517 500 51.7 517 524 50.0 513 527 510 51.0
Physical relations 50.6 51.0 504 504 489 498 51.1 504 509 500 510 514 476 5l1.1
Spatial relations 46.7 453 494 50.0 47.1 487 49.8 50.0 472 49.6 49.6 49.8 50.2 489
Material properties 494 453 477 494 494 494 482 477 47.1 494 488 50.6 48.8 47.6
Agent properties 50.5 50.2 504 502 500 499 504 506 507 498 496 503 500 51.2
Material dynamics 51.7 51.0 508 504 512 509 509 513 492 509 49.1 496 530 555
Physical dynamics 542 425 508 50.8 50.8 49.2 50.8 50.8 525 50.8 49.2 542 49.1 525
Physical interaction 504 49.1 514 507 505 505 514 509 496 505 489 514 494 51.0
Social properties 50.3 534 49.1 49.1 49.1 488 506 503 479 497 53.0 494 503 50.3
Quantitative properties ~ 53.5 48.1 522 55.7 53.5 512 53.1 51.6 529 532 507 535 528 519
Social relations 498 50.6 50.1 509 50.5 50.1 50.5 50.1 49.7 50.1 50.2 504 49.5 4938
BLiMP
Anaphor Agr. 92.1 813 844 860 875 807 839 828 898 912 847 864 894 91.9
Arg. Structure 73.7 56.8 684 71.1 68.6 656 697 712 751 752 696 689 739 725
Binding 71.1 682 717 751 714 693 705 689 69.1 604 718 724 69.7 715
Control/Raising 67.2 48,5 674 653 655 609 670 67.1 603 572 651 625 586 56.6
Det.-Noun Agr. 87.0 77.6 88.6 91.7 878 838 915 91.6 898 839 894 888 877 874
Ellipsis 69.7 438 678 679 708 584 69.1 683 68.1 724 654 642 669 69.9
Filler-Gap 70.1 66.8 594 588 709 549 56,6 659 70.1 653 602 613 523 622
Irregular Forms 853 59.8 923 834 741 843 90.1 825 86.0 81.5 857 833 829 844
Island Effects 50.5 458 482 505 541 488 467 494 540 59.2 47.1 446 449 504
NPI Licensing 50.8 68.2 485 522 526 425 51.1 513 375 432 452 532 619 373
Quantifiers 764 442 649 585 81.1 60.1 753 717 650 71.6 61.6 767 77.0 73.6
Subj.-Verb Agr. 823 756 822 804 675 623 837 807 805 783 798 821 79.6 80.5
BLiMP suppl.
Hypernym 49.6 542 468 489 487 51.1 489 46.8 50.1 48.1 484 48.0 484 489

QA Congruence (easy) 54.7 625 469 547 563 453 53.1 484 547 547 5311 51.6 563 53.1
QA Congruence (tricky) 41.2 49.1 358 38.8 37.6 363 388 382 43.6 400 346 37.6 388 433
Subj.-Aux. Inversion 86.0 799 880 86.8 875 844 850 826 79.1 867 882 812 845 872
Turn Taking 66.1 582 59.6 646 664 543 600 654 66.1 667 632 636 650 671

Table 2: SuperGLUE, EWoK, and BLiMP evaluation results (zero-shot accuracy, unless specified otherwise) for
various variants of ChooBaCa and the baselines.
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Model BLiMP BLiMP-suppl. EWoK GLUE Macroaverage
CHOOBACA-FW-2-23 68.1 55.4 50.2 66.5 60.1
CHOOBACA-Fw-1-23 68.7 58.7 50.7 70.2 62.8
CHOOBACA-FwW-2-24 70.2 59.3 50.2 66.9 61.7
CHOOBACA-FwW-1-24 63.6 53.2 49.9 66.0 58.2
CHOOBACA-RV-2-23 69.4 57.0 50.8 68.5 61.4
CHOOBACA-RV-1-23 68.3 56.3 50.5 65.0 60.0
CHOOBACA-RV-2-24 69.3 59.5 50.0 66.0 61.2
CHOOBACA-RV-1-24 69.0 58.7 50.4 66.0 61.0
CHOOBACA-RV-2-23+ 68.0 57.5 50.2 67.5 60.8
CHOOBACA-RV-1-23+ 68.4 56.4 51.2 65.8 60.5
CHOOBACA-RV-2-24+ 69.5 58.6 50.2 67.0 61.3
CHOOBACA-RV-1-24+ 68.0 59.9 51.0 68.3 61.8
BABY LLAMA 69.8 59.5 50.7 63.3 60.8
LTG-BERT 60.6 60.8 48.9 60.3 57.7

Table 3: Aggregated evaluation results of ChooBaCa model variants and baseline models across all benchmarks.

tively across diverse language understanding tasks
under the reverse KL divergence framework.

When comparing reverse KL divergence mod-
els (RV) to forward KL divergence models (FW),
our results indicate that RV models achieve bet-
ter or comparable performance in the majority of
tasks. Specifically, when trained on the 2024 data
set, across the SuperGLUE and EWoK benchmarks
(22 tasks), RV models with a single teacher out-
perform FW models with two teachers in 3 tasks
(14%) and match their performance in 18 tasks
(81%), with FW models slightly outperforming RV
models in 1 task (5%). This result highlights the
effectiveness of inducing mode-seeking behavior
through reverse KL divergence, as RV models focus
on high-probability linguistic patterns, leading to
improved generalization and performance across
various benchmarks compared to the traditional FW
approach with two teachers.

Models that incorporate additional optimization
techniques (marked with a ‘+° character at the end)
show better performance under the reverse KL di-
vergence setting. These models outperform their
non-optimized counterparts in 8 out of 22 (Su-
per)GLUE and EWoK tasks (36%) and 7 out of
17 BLiMP tasks (41%). In the remaining tasks,
their performance is comparable. Similarly, when
trained on the 2023 dataset, optimized RV models
show improvements in 5 out of 22 (Super)GLUE
and EWoK tasks (23%) and 4 out of 17 BLiMP

tasks (24%), with performance remaining compa-
rable in most other tasks. These findings suggest
that the additional optimization techniques, namely
step-wise loss computation and progressive train-
ing strategy, contribute to a more stable and effi-
cient training processes, enabling the models to
better capture complex linguistic structures.

Comparing the results for models trained on the
2023 vs. the 2024 dataset, we observe consistent
patterns across the two. When trained on the 2023
dataset, Rv models with a single teacher outper-
form two-teacher RV models in 12 out of 22 (Su-
per)GLUE and EWoK tasks (55%) and 8 out of
17 BLiMP tasks (47%), with performance being
comparable in 7 (Super)GLUE and EWoK tasks
(32%) and 2 BLiMP tasks (12%). These patterns
across both datasets once again support our main
argument: choosy babies need one coach.

Notably, the performance of all models on the
EWoK benchmark is close to chance level, 50%.
This suggests that our relatively small models
might lack the capacity to effectively handle the
complex EWoK tasks, which are likely more de-
manding compared to the other benchmarks in-
cluded in this study.

Overall, these results suggest that a selective,
mode-seeking learning strategy, based on the use of
reverse KL divergence with a single teacher model,
enhances the ChooBaCa model’s ability to general-
ize effectively across diverse language understand-
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ing tasks. At the same time, all ChooBaCa variants
struggle with more complex tasks grounded in real-
world knowledge.

4 Conclusion

Our findings support the use of reverse Kullback—
Leibler divergence in knowledge distillation, partic-
ularly in a single-teacher setup. While it has been
shown that multiple instructional sources can be
advantageous (Timiryasov and Tastet, 2023; Odu-
makinde et al., 2024), our results suggest that in a
constrained setup with one small model trained on
limited amounts of data, in combination with using
reverse KL divergence, an ensemble of teachers
may not be necessary. Our single-teacher setup
promotes mode-seeking behavior, resulting in a
more focused and efficient learning process. It also
simplifies the learning process and eliminates the
need to train more than one teacher model. Our
ChooBaCa model is able to efficiently generalize
across diverse language understanding tasks.

In future work, we plan to explore hybrid KL.
divergence methods, such as alternating between
forward and reverse KL divergence or employing
a weighted combination during training, to bal-
ance the learner’s focus between dominant and mi-
nor modes. Additionally, investigating layer-wise
distillation — where different layers of the student
model learn from different teachers — could more
effectively accommodate varied distribution peaks.
Finally, we aim to examine dynamically averaging
the outputs of multiple teachers before applying
reverse KL divergence, which might smooth out
the distribution and help the student model identify
and prioritize significant modes without bias.
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A Appendix

A.1 Optimization methods

In this appendix, we provide detailed explanations
of the optimization methods and formulas used in
our approach, including definitions of all symbols.

A.1.1 Progressive distillation strategy

To enhance the distillation process and allow the
student model to gradually become more indepen-
dent from the teacher, we introduce a dynamic
mixing coefficient 5 that progressively reduces the
teacher’s influence during training. ( starts with a
higher value and decreases as training progresses,
ensuring that the student model relies more on the
teacher’s guidance at the beginning of training and
gradually becomes more autonomous.

A.2 Reverse KL divergence

A.2.1 Loss function modification

In standard knowledge distillation, the student
model learns by minimizing the forward Kullback—
Leibler (KL) divergence between the teacher’s out-
put distribution and the student’s output distribu-
tion:

['F-KL =KL (Reacher H P, Student) (4)

However, to induce mode-seeking behavior in
the student model, we instead minimize the reverse
KL divergence:

£R—KL =KL (Pstudent || Pteacher) (5)

where Pieycher 1S the probability distribution over
the output tokens from the teacher model, Pyydent 1S
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the same distribution from the student model, and
KL(P || @) is the Kullback—Leibler divergence
from distribution P to distribution ().

Minimizing the reverse KL divergence encour-
ages the student model to focus on the high-
probability regions (modes) of the teacher’s dis-
tribution.

A.3 Implementation details

Mixing teacher and student logits. To stabilize
training and facilitate the progressive distillation
strategy, we mix the logits (pre-softmax outputs)
from the teacher and student models. The mixed
logits zmixed are computed using the dynamic mix-
ing coefficient 5. This approach ensures a smooth
transition for the student model from relying on the
teacher to developing its own understanding.

Temperature Scaling. We apply temperature
scaling to the logits to soften the probability distri-
butions and make them more suitable for distilla-
tion. The scaled logits are:

- Zstudent

Zstudent = T (6)
- Zmixed
Zmixed = T @)

where T is the temperature parameter (we set
T = 2.0 in our experiments). Higher temperatures
produce softer probability distributions.

Computing probability distributions. We com-
pute the probability distributions using the softmax
function:

qp = softmax (Zsudent)

Pmixed = softmax <§mixed)

®)

where gg and ppixed are, respectively, the student’s
and the mixed teacher—student probability distribu-
tions after temperature scaling.

Loss computation. The distillation loss
Lgistillation 1S computed using the reverse KL
divergence between the student distribution and
the mixed teacher-student distribution. The scaling
by T2 compensates for the effect of temperature
scaling on the gradients, allowing for more stable
optimization.

Total loss. The total loss L;ora combines the stan-
dard cross-entropy loss on the student model’s out-
puts and the distillation loss:

Liotal = @+ Lgudent + (1 - 04) - Ldistillation ~ (9)

where Lgdent 1 the cross-entropy loss between the
student model’s predictions and the ground truth
tokens, and « is a weighting factor (we set o = 0.5
in our experiments).

Cross-entropy loss. The student loss Lgydent iS

computed as:

N
1
Lstudent = 37 > telao(yilzi),y) - (10)

i=1
where:

* {cg is the cross-entropy loss function.

* go(yi|z;) is the student model’s predicted
probability distribution for the target token
y; given input z;.

* y; is the ground truth token.

Step-wise loss computation. To improve compu-
tational efficiency and reduce memory usage, we
compute the distillation loss over smaller chunks of
the sequence. Specifically, we divide the sequence
into segments of length k£ (we use k£ = 5 in our ex-
periments) and compute the loss for each segment
separately. This step-wise computation allows us to
handle longer sequences without exceeding mem-
ory limitations.

A.4 Optimization and training setup

A.4.1 Optimizer and learning rate scheduler

We use the AdamW optimizer with the following
hyperparameters:

* Learning rate: p = 2.5 x 1074

* Betas: §; = 0.9, B2 = 0.999

* Epsilon: e =1 x 1078

* Weight decay: A = 0.01

We employ a cosine annealing learning rate

scheduler with a maximum number of iterations
Tmax = 500.
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A.4.2 Training hyperparameters

The training hyperparameters are set as follows:
* Batch size: N = 32
* Sequence length: L = 128
* Number of epochs: ' = 6
¢ Gradient accumulation steps: G = 1
* Mixed-precision training: FP16

A.5 Summary of notations

For clarity, we summarize the notations used in our
formulas:

®* Zteacher: lOgits from the teacher model.

* Zstudent: lOgits from the student model.

* Zmixed: Mixed logits from teacher and student.

 (3: dynamic mixing coefficient.

» T': temperature parameter for scaling logits.
* Zsudent: temperature-scaled student logits.

* Zmixed: temperature-scaled mixed logits.

* qp: student model’s probability distribution
after temperature scaling.

* Pmixed: Mixed probability distribution after
temperature scaling.

* Lgudent: Cross-entropy loss between student
predictions and ground truth.

* Ldistillation: distillation loss computed using
reverse KL divergence.

* Liotal: total loss combining student loss and
distillation loss.

* «: weighting factor between student loss and
distillation loss.

* N: batch size.

* L: sequence length.

* k: chunk size for step-wise loss computation.
e E: number of training epochs.

* e: current epoch number during training

* 7: learning rate.

* 31, P2 beta parameters for AdamW opti-
mizer.

* ¢: epsilon parameter for AdamW optimizer.
* \: weight decay parameter.

e Thax: maximum number of iterations for co-
sine annealing scheduler.

* G gradient accumulation steps.

A.6 Code implementation

The methods described above are implemented in
our code, which we make publicly available!. The
code includes the implementation of the progres-
sive distillation strategy, reverse KL divergence
loss computation, mixing of teacher and student
logits, and the optimization setup with the AdamW
optimizer and cosine annealing scheduler.

A.7 Efficiency enhancements

To improve computational efficiency, we compute
the distillation loss over chunks of k& = 5 tokens.
This step-wise loss computation reduces memory
consumption and accelerates training without com-
promising performance.

A.8 Algorithm summary

Combining all the components, the training algo-
rithm operates as follows:

1. Initialize the student model parameters 6,
mixing coefficient Sy, temperature 71', and
weighting factor «.

2. For each epoche = 1to E:

(a) Update 5.
(b) For each mini-batch:
i. Compute student logits zgwdent-
ii. Compute teacher logits Zieacher (With
no gradient computation).
iii. Compute mixed logits Zpixed-
iv. Scale logits with temperature 7'.
v. Compute probability distributions gy
and Pmixed-
vi. Compute Lgdent USING Cross-entropy
loss.
vii. Compute Lgigillation Using reverse KL
divergence.
viii. Compute total loss Liotal-

"https://github.com/todamoonnback/ChooBaCa
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ix. Backpropagate gradients and update
model parameters using AdamW op-
timizer.

3. End For

This algorithm ensures that the student model
gradually shifts from relying on the teacher’s guid-
ance to developing its own representations, focus-
ing on the high-probability modes of the teacher’s
distribution.
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