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Abstract

We present a simple way to merge masked lan-
guage modeling with causal language modeling.
This hybrid training objective results in a model
that combines the strengths of both modeling
paradigms within a single transformer stack —
GPT-BERT can be transparently used like any
standard causal or masked language model. We
test the pretraining process that enables this
flexible behavior on the BabyLM Challenge
2024. The results show that the hybrid pretrain-
ing outperforms masked-only or causal-only
models. We openly release the models, training
corpora and code.'

1 Introduction

Language models have become fundamental tools
in natural language processing, with two dominant
paradigms: causal language models (CLM) and
masked language models (MLM). Six years ago,
GPT by Radford et al. (2018) demonstrated the
generative abilities of transformer-based causal lan-
guage models. Just a few months after this publi-
cation, BERT by Devlin et al. (2019) heavily out-
performed the causal GPT models when finetuned
on downstream NLP tasks, showcasing the major
advantage of masked language modeling. These
two ‘historical’ models define the main use-cases
of the two paradigms up to this date.

The difference between these paradigms lies in
how they process text. CLMs can only look at pre-
vious tokens when making predictions, mimicking
the left-to-right reading process. This makes them
particularly well-suited for efficient text genera-
tion. MLMSs, on the other hand, can access both
previous and following tokens, allowing them to

“Both authors contributed equally to this work.

'The models are available on HuggingFace at 1tg/gpt-
-bert-babylm-base and 1tg/gpt-bert-babylm-small; the
corpora at 1tg/babylm-2024-baby-cosmo-fine-100m and
ltg/babylm-2024-baby-cosmo-fine-10m. The training
scripts are available on GitHub at 1tgoslo/gpt-bert
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Figure 1: Two modes of a single model = Causal and
masked language modeling can be easily unified by
shifting both outputs by one token to the right. Then we
can train one language model on both paradigms at the
same time just by modifying the input tokens, output
tokens and attention masks.

build richer contextual representations. This bidi-
rectional context has proven especially valuable for
tasks requiring deep language understanding.

BERTSs should not be forgotten A recent paper
by Samuel (2024) revealed that BERT-like model
are just as capable text generators as GPT-like mod-
els. Yet, when these two types of models are eval-
uated on a shared ground — generative in-context
learning (Brown et al., 2020) — they still show rad-
ical differences, clearly outperforming each other
in different areas. Each paradigm has its own
strengths and combining them into a single hybrid
might lead to a model with a more general language
understanding.

GPT-BERT This motivated us to introduce GPT-
BERT, a hybrid language model that combines the
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strengths of both CLM and MLM approaches. Our
key insight is that the two objectives can be uni-
fied by reformulating how output tokens are han-
dled in the MLM framework. Instead of predicting
masked tokens at their original positions, we shift
the predictions one position to the right, aligning
them with the CLM’s next-token prediction pat-
tern. This simple modification allows us to train a
single model that can seamlessly switch between
masked and causal modes without any architectural
changes or additional parameters.

This paper demonstrates the benefits of the hy-
brid approach across multiple benchmarks. We
evaluate GPT-BERT on the BabyLM Challenge
2024 (Choshen et al., 2024), which provides a
controlled environment for comparing language
models trained on limited data. Additionally, we
explore the impact of varying the ratio between
MLM and CLM, and we test the model’s ability to
perform in-context learning and text generation.

The results suggest that integrating MLM and
CLM objectives during pretraining leads to more
robust and capable language models, even in low-
resource scenarios, without any extra training cost.
Our approach opens up new possibilities for de-
veloping more efficient and versatile models for a
wide range of natural language processing tasks.

2 Method

2.1 Hybrid masked-causal language modeling

In order to align both objectives we use a slightly
modified version of masked language modeling
called masked next-token prediction (MNTP;
BehnamGhader et al., 2024). The only difference
from traditional MLM is that when the token at
position k + 1 is masked, its prediction should be
outputed at position k. In this way both MLM and
CLM are unified as the output at position &k always
represents the token at position k£ 4 1. These two
modes are illustrated in Figure 1.

Dataset handling To ensure that our model sees
all the data for both objectives, we duplicate our
dataset. One is used for the causal objective, and
the other for the masked objective. We can then de-
cide a ratio of causal-to-masked in which to divide
the data seen by the model at each batch.

Loss and transformer architecture No addi-
tional changes are needed. Both training objec-
tives minimize the cross-entropy loss, they share

all learnable parameters, and use the same trans-
former encoder/decoder module.

2.2 Other modifications

We base the transformer architecture of our mod-
els on LTG-BERT (Samuel et al., 2023), but make
some additional modifications to improve its per-
formance. These changes are ablated in Section 4.

Attention gate Following Jumper et al. (2021),
we gate the outputs of the attention operation. This
is akin to the gated linear units (GLU) that have
been proposed to improve the expressivity of feed-
forward modules (Shazeer, 2020). This modifica-
tion also simplifies the definition of the transformer
architectures, now both the attention modules and
the feed-forward modules can be expressed as:

int):
skip-connection

def layer(x: tensor, layer_id:
residual = x
x = layer_norm(x)
g = gate(x)
if layer_id % 2 == 0:
x = attention(x)
else:

without parameters

linear projection

if attention layer

do attention

else feed-forward
x = linear(x)

x = glu(x, g)

x = layer_norm(x)

X = output(x)

return residual + x

linear projection
activation (GEGLU)
without parameters

H HF HF OHF OHF H ¥ ¥ OB OB

linear projection

Layer weighting We further increase the expres-
sivity of the transformer backbone by allowing each
layer to select its desired combination of outputs
from previous layers. This directly follows the
ELC-BERT models (Georges Gabriel Charpentier
and Samuel, 2023) and the later modification by
Pagliardini et al. (2024) who allow any linear com-
bination of layers instead of restricting the combi-
nation to be convex. We also make the weighting
more granular by treating the attention and feed-
forward modules as separate layers. With each
a;; € R being a learnable scalar, the forward pass
of the resulting transformer works as follows:

def transformer(subword_indices: tensor):
outpute, = embedding(subword_indices)
for i in range(1, n_layers + 1):
output; = §:§ﬂ aij - layer(output;_,, j)
return outputn_iayers

Batch-size scheduling We improve the sample-
efficiency (and speed) of pretraining by linearly
increasing the batch size during training (Rae
et al., 2022; DeepSeek-Al, 2024). The intuition
behind this method is that high-quality gradients
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are mainly needed at the late stages of pretrain-
ing, the initial steps can be guided by good-enough
gradients from smaller batches. The maximum
batch size is taken from LTG-BERT (4M tokens),
but we start the training with just 1/4 of this value,
thus dividing the total number of tokens needed for
training by 2.

Mask scheduling Another way to increase the
sample-efficiency is to recover more unmasked to-
kens during training. However, Ankner et al. (2024)
showed that this might be in conflict with the down-
stream usage of MLMs. Thus they propose to lin-
early decrease the masking probability throughout
the training, starting with 30% and finishing with
the standard 15% masking. We adopt this scheme,
believing that it also reduces the impact of smaller
batches at the beginning of training.

3 Pretraining and evaluation

The main purpose of this section is to evaluate if the
MLM and CLM training objectives can be merged,
and to evaluate the effect of this. We base the
experiments on the BabyLLM challenge (Choshen
et al., 2024).

BabyLM challenge This shared task provides
a shared ground for experiments on small-scale
language modeling. Its second iteration consists
of four tracks: STRICT, STRICT-SMALL, VISION
and PAPER. We participate in the first two text-
based tracks. There, the submissions have to be
pretrained solely on a fixed number of words, 100M
in the STRICT track and about 10M words in the
STRICT-SMALL track. The organizers do provide a
default dataset for each track, but unlike the previ-
ous edition, the participants are not limited to using
it, as long as they stay under the word count limit.
For the VISION track, the participants are limited
to 50M words and as many images as they want.
Here the goal is to create a multi-modal model. Fi-
nally, the PAPER does not require the submission
of a model to the task. This track encourages con-
tributions related to the goal of the challenge such
as new cognitively-inspired metrics. As detailed
in Section 3, the submissions are compared on a
shared evaluation set consisting of syntactic and
natural language understanding tasks.

Training corpus We pretrain both submissions
onal:1:1mix of the provided BabyLM corpus,
on a subset of the FineWeb-Edu corpus (Lozhkov

STRICT-SMALL track (10M words)

Model BLiMP 1 BLiMP-S1t GLUE1 EWOK1
Encoder-only (gapyim basetine) ~ 60.6 60.8 60.3 48.9
Decoder-only (apyru baseline) ~ 69.8 59.5 63.3 50.7
ELC-BERT (2023) 80.5 67.9 75.3 51.0
LTG-BERT (2023 80.6 69.8 74.5 —
GPT-BERT (445 81.2 69.4 76.5 54.6
STRICT track (100M words)

Model BLiMP 1 BLiMP-ST GLUEt EWOK 1
Encoder-only (gapyim baseliney ~ 69.2 66.5 68.4 51.9
Decoder—only (BabyLM baseline) 73.1 60.6 69.0 52.1
ELC-BERT (2023, 85.8 76.8 78.3 56.3
LTG-BERT (2023 85.3 76.6 77.9 56.0
GPT-BERT (o) 86.1 76.8 81.5 58.4
Table 1: BabyLM submission scores The final

scores of our STRICT-SMALL and STRICT models sub-
mitted to the BabyLM challenge (Choshen et al., 2024).
The table also includes the winner of the last year’s iter-
ation of this shared task (ELC-BERT), the baseline for
our current model (LTG-BERT), as well as the baselines
provided by the organizers. Results of other submis-
sion were not available as of writing this paper. Higher
scores are better, the best results in each evaluation suite
are boldfaced.

et al., 2024), and on a small subset of the Cosmo-
pedia corpus (Ben Allal et al., 2024). The main
purpose of training on this mixture is to provide
the model with more factual knowledge and more
diverse language.

Pretraining process Generally speaking, we
adopt the training recipe of LTG-BERT (Samuel
et al., 2023), which was optimized for pretraining
on another low-resource 100 million English cor-
pus.? The pretraining process is the same for both
tracks, except for using a smaller vocabulary and a
smaller model for the STRICT-SMALL track.

As for the STRICT track, we use a BASE-sized
language model with 119 million parameters. We
train a case-sensitive BPE tokenizer (Gage, 1994)
with a vocabulary size of 2'4 = 16384, using
solely texts from the training corpus. The BASE is
trained for 15 625 steps with an average batch size
of 2 million tokens. The STRICT-SMALL track is
tackled by a SMALL-sized language model with 30
million learnable parameters. The subword vocab-
ulary is reduced to 2!? = 8 192 items. The training
steps of the SMALL model are reduced to 7 812.

2https://github.com/1ltgoslo/1tg-bert
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The full list of hyperparameters and implementa-
tion details are provided in Appendix A.

Evaluation We utilize the language modeling
benchmark suite from the BabyLM challenge (Gao
et al., 2023; Choshen et al., 2024),3 which relies on
three conceptually different evaluation tasks:

1. The GLUE and SuperGLUE datasets test the
ability of a pretrained model to adapt to vari-
ous language understanding tasks.

2. BLiMP and BLiMP-supplement tasks test the
affinity of a model towards grammatical sen-
tences in a completely zero-shot manner.

3. EWOK is another zero-shot task. It tests the
ability of a model to understand concepts such
as spatial relations or physical dynamics.

‘We further elaborate on each of these evaluation
suites in Appendix B.

4 [Experiments

4.1 BabyLM submission

Table 1 shows the performance of our models
against the backbone architecture of the model
(LTG-BERT), as well as last year’s winner on
both tracks (ELC-BERT). We can see that for
the STRICT-SMALL track our model outperforms
last year’s winner in every benchmark and is only
beaten by LTG-BERT on BLiMP-Supplement by
0.4. For our submission to the STRICT track our
model outperforms or matches both models (only
ELC-BERT on BLiMP-Supplement matches our
model). One thing to note, is that the filtration of
the evaluation datasets are slightly different leading
to comparisons between not exact.

For completeness, in Table 1, we also include
the performance of the models provided by the
BabyLM organizers (Choshen et al., 2024). The
provided encoder-only models are based on LTG-
BERT (Samuel et al., 2023), and the decoder-only
models are based on Baby Llama (Timiryasov and
Tastet, 2023). Our models clearly outperforms
these baselines on all metrics, but that might be
mostly attributed to their smaller pretraining bud-
get.

3https://github.com/babylm/
evaluation-pipeline-2024

4.2 Masked or causal?

Since our model can learn both from masked and
causal examples, the question becomes, whether
using a combination of both is better than using
only one of the two methods during pretraining. To
evaluate this, we look at the performance of models
pretrained with different causal-to-masked ratios.

The main results are presented in Figure 2. We
evaluate the models on four tasks that cover dis-
tinct uses: (1) BLiMP is a zero-shot linguistic-
preference task that is typically better suited for
masked language models (Salazar et al., 2020);
(2) MNLI is a popular dataset for evaluating the
finetunability of a language model, which also ben-
efits masked language models; (3) LAMBADA,
on the other hand, is a language modeling dataset
mostly used to evaluate causal language models;
and (4) we also directly compute the validation loss
of each model. Furthermore, when applicable, each
task is tested with three settings: fully-bidirectional
processing (without any attention mask), unidi-
rectional processing (with a causal mask), and
partially-bidirectional processing (with a prefix
mask).

The validation loss of the causal and prefix mask-
ing is calculated on the second half of the tokens
of a given input sequence, where the first half of
the tokens are either seen in a bidirectional fashion
(prefix) or in a causal fashion (causal). For LAMD-
ABA the entire context is seen bidirectionally for
the prefix evaluation. Finally, when fine-tuning
MNLI with the causal mask, we use the same to-
kenization as Radford et al. (2018) where a both
a delimiter token is added in-between the two sen-
tences as well as a extract token at the end of the
input (two different tokens are used).

For the MNLI hyperparameters, we did a sweep
on the SST-2 dataset for each model and took the
best performing hyperparameters for each model
and each masking (i.e. each model and mask-
ing scheme had their own hyperparameters). We
sweeped over {1,3,5} for number of epochs,
{3-1075,5 - 1075,1 - 10~*} for learning rates,
and {16, 32} for batch sizes.

Bidirectional results If we start by focusing on
the bidirectional results, we see that the best re-
sults for all the tasks can be found for the models
with a lower causal-to-masked ratio (from 1:7 to
masked-only). More specifically, the 1:7 model
is the best on BLiMP and LAMBADA, the best
model for MNLI is 15:16, and both those mod-
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Accuracy on BLiMP with different causal-to-masked ratios
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Figure 2: The effect of the causal-to-mask ratio = Comparison of performance of different tasks when varying
the ratio of MNTP used during pre-training. We also look at the performance of the model using prefix language
modeling with a partially-bidirectional attention mask. MNLI scores are reported with standard deviation error bars
estimated by averaging the variations across three finetuning random seeds.
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els and the masked-only model achieve the best
results on the validation loss. We also see that
adding as few as 6.25% MNTP training can lead to
significant increases in bidirectional performances
(+4.2% on BLiMP, +0.9% on MNLI, +33.3% on
LAMBADA and —4.53 on validation loss). In ad-
dition, using a bidirectional mask for evaluation
performs the best for all models except the causal-
only, however, this is unsurprising given this model
is never trained to attend to every token.

Causal LM results Looking at the results when
using causal masking, we see that the best mod-
els shift towards a more balanced ratio between
the causal and masked training objectives. The 1:1
model and 1:3 model perform roughly the same
on all tasks. As mentioned before, the results are
worse than for the bidirectional evaluation; most
likely because of the lower expressivity of causally-
masked models (Ewer et al., 2024). Further focus-
ing on MNLI, we see that the purely causal model
does not truly benefit from being finetuned with
a bidirectional mask (only +0.7% improvement,
with the results being within two standard devi-
ations of each other). Once we add some MNTP
training we see a significant difference in the results
between both masking strategies. With only 6.25%
MNTP added, we have a 1.2% improvement when
using the bidirectional mask. This trend grows to
being an over 3% improvement in performance.

Prefix LM results Finally, we look at the per-
formance for the prefix masking (partially bidi-
rectional). We only evaluate prefix masking on
LAMBADA and validation loss since it would be
difficult to do this for both BLiIMP and MNLI. We
see that on validation loss we get similar (if not
slightly worst) results as for the causal masking
while the results on LAMBADA are slightly im-
proved. In addition, the LAMBADA results do not
have a clear trend outside of the hybridized models
performing better than the single-objective models.
This leads us to believe that our models can per-
form limited prefix language modeling even though
they were not explicitly trained to do so.

Other benchmarks Similar trends can be seen
on the other datasets in Appendix D. Based on the
results on all tasks, we decided to use a 1:15 causal-
to-masked ratio for our final model (to which every
model is compared in subsequent sections) as well
as the bidirectional evaluation scheme. In Sec-
tions 4.4 and 4.5, a model trained on this ratio is

STRICT-SMALL track (10M words)

Model configuration PPL| BLiMP1T MNLIt EWOK*

GPT-BERT 10.8 81.2 80.1 54.6
without layer weights +0.4 -13 +0.2 +0.6
without attention gate +0.3 —-0.3 +0.3 -0.9
without mask scheduling +0.1 —0.1 —0.7 —0.6
without batch scheduling +0.7 —1.1 0.0 +0.8
with only BabyLM corpus — —-0.2 —-1.6 -2.0
with only FineWeb-edu — —-0.4 +1.1 —-0.8
with only Cosmopedia — -7.1 0.0 —0.6

Table 2: Ablation study = Comparison of different
model configurations proposed in Section 2.2, and cor-
pus mixtures. The top row shows the performance of the
final model (with all modifications), the middle rows
show the absolute performance difference of models
with one modification less, and the last group of rows
shows the performance difference of GPT-BERT models
trained on corpora from single sources.

used for the in-context learning and text generation.

4.3 Ablation study

We ablate the modeling choices from Section 2.2
as well as different choices of training data. We
train the ablated models with the STRICT-SMALL
setup and evaluate them on BLiMP, EWOK and
MNLI (the largest GLUE dataset). The ablation
results are in Table 2.

Results of the transformer ablation All our
modeling decisions during development were
based on the training and validation perplexities
— this ablation study therefore provides an informa-
tive comparison based on a ‘held-out” downstream
performance. (1) In particular, the value of learn-
able layer weights is not clear for GPT-BERT, espe-
cially considering that they substantially slowdown
the training (almost 1.5x). (2) Attention gating,
on the other hand, seems to be a better substanti-
ated improvement, which also does not add any
major computational cost. (3) Mask scheduling
is definitely a recommended improvement for any
BERT-like models, based on all scores in this study.
(4) Batch scheduling does not show on overall neg-
ative impact, which means that GPT-BERT can be
trained 2.0x more efficiently using this method
without a noticable degradation.

Results of the corpus ablation The ablation of
the three text corpora used for training our sub-
mission shows how each of them excels in a dif-
ferent area — the BabyLLM collection outperforms
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20-shot in-context learning on SST-2
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Figure 3: SST-2 in-context learning  20-shots ICL r

esults on the SST-2 validation set for models trained on the

100M BabyLM datasets with varying degrees of each objective. The demonstrations (shots) were chosen at random
from the training dataset. We do 20-runs and report mean as well as standard deviation. Note that the accuracy of

the majority baseline on this dataset is 51.8%.

the others on BLiMP, FineWeb-Edu significantly
improves the MNLI performance, and Cosmope-
dia is the best corpus for learning EWOK-style
factual knowledge. The performance of the final
GPT-BERT models shows that taking a random 1/3
of each corpus and combining them into a single
collection works surprisingly well; combining the
strengths of each corpus.

4.4 Text generation

None of the BabyLM benchmarks is particularly

well-suited for assessing CLM performance. Thus,

apart from LAMBADA, we also look at the gener-
ation capabilities of GPT-BERT. First we try stan-
dard greedy decoding with no repetition penalty

(omitting new lines for readability):

It was a calm night in the small town of
Harmonyville, and the residents were eager to
spend the day exploring the beautiful park.
Among them were two best friends, Sam and

Alex, who loved to learn about nature and its
wonders.

Brazil is known for its rich history and culture.
It has been home to many indigenous peoples,
including the indigenous people of the Amazon
rainforest. One of the most famous indigenous
groups in Brazil is the Brazilian people.
They are known for their strong culture,
traditional beliefs, and unique traditions.

As we can see that model is relatively repetitive,
especially in the second generation, where some
words are repeated in almost every sentence. If
we now give the second prompt with a repetition
penalty of 1.5, we get:

Brazil is known for its rich history and culture.
It has been home to many indigenous
peoples, including the Mayan civilization,
who have built impressive cities like Tiapaca
(present-day Uruguay), Cusco (now Guatemala),
Chihuahua (also called VYucatan), Puebla
(which was once part of Mexico), Huachimaso
(then modern-day Colombia), and more. One of
the most famous places in Brazil is the city
of Rio de Janeiro, located on the southern
tip of the Amazon basin.

Although the model is not factually correct, it stays
on topic while generating meaningful and well-
formed text.

Overall, our model seems to be able to generate
text, even though it has a hard time remembering
exact facts and stay on topic. However, without ap-
plying repetition penalty the model struggles with
repeating itself. More generations using prompts
from Radford et al. (2019) can be found in Ap-
pendix C.

4.5 In-context learning

A well-known ability of larger language models is
to use in-context information given in prompts to
solve tasks without any finetuning — causal ones
(Brown et al., 2020), as well as masked models
(Samuel, 2024). However, these capabilities are
often thought to appear only once a model is large
enough or trained on a vast amount of data (Wei
et al., 2022).

Despite the number of parameters and the size
of the training corpus, our models show some signs
of in-context learning, as can be seen in Figure 3.
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When using the causal attention mask, we see that
while the models trained with a single objective
underperform the baseline, the hybrid models all
perform above the majority baseline (from +0.5%
to +5.7%); with the best results being achieved
by the 3:1 model (with the 1:3 and 7:1 close sec-
ond and third respectively). This indicates that our
models are capable of doing in-context learning
when trained with both objectives. When run fully
bidirectionally, the trend is similar but with lower
absolute performance.

5 Related work

Baby language models This paper describes a
submission to the second iteration of the BabyLM
challenge (Warstadt et al., 2023). Our submission
is heavily inspired by the last-year’s winner, ELC-
BERT (Georges Gabriel Charpentier and Samuel,
2023), and by its inspiration, LTG-BERT (Samuel
et al., 2023). Our modifications to these approaches
are described in Section 2.1 and Section 2.2.

Hybrid masked-causal models Our work is not
the first to attempt to merge bidirectional masked
language modeling with generative causal model-
ing: T5 (Raffel et al., 2020), BART (Lewis et al.,
2020) and GLM (Du et al., 2022) proposed autore-
gressive fill-in-the-blank training objectives, CM3
is based on a causal-mask objective (Aghajanyan
et al., 2022), prefix language models use a partially-
bidirectional causal modeling (Dong et al., 2019;
Raffel et al., 2020), and UL2 further improves the
T5 encoder-decoder with more training objectives
(Tay et al., 2023). Our approach differs by its sim-
plicity — not requiring any architectural changes
nor novel training objectives — it just combines a
standard causal language model with a (shifted)
masked language model; the resulting hybrid can
then be used as any GPT-like or BERT-like model
out-of-the-box.

Masked next-token prediction To our best
knowledge, this training objective was first pro-
posed by in LLM2Vec by BehnamGhader et al.
(2024), where it was used to finetune purely causal
language models so that they can function as bidi-
rectional text embedders.

6 Conclusion

We introduced GPT-BERT, a novel approach that
unifies masked and causal language modeling ob-
jectives within a single transformer architecture.

Through extensive experiments on the BabyLM
Challenge 2024, we demonstrated that this hybrid
approach offers several key advantages over single-
objective models:

1. Improved performance.: The hybrid pretrain-
ing leads to better results across multiple
benchmarks, outperforming both pure MLM
and pure CLM approaches.

2. Architectural flexibility: Without any struc-
tural modifications, our model can operate in
masked, causal, or prefix modes. This flexi-
bility enables GPT-BERT to handle a diverse
range of tasks using the most appropriate in-
ference strategy for each situation.

3. Unexpected capabilities:  Despite being
trained on limited data and having a relatively
small parameter count, our models exhibit
signs of in-context learning — a capability typ-
ically associated with much larger models.

4. Training efficiency: The hybrid approach
achieves these improvements without requir-
ing additional parameters or increased training
time compared to single-objective models.

Our results suggest that the traditional dichotomy
between MLM and CLM architectures may be un-
necessary, and that future work might benefit from
exploring more unified approaches to language
model pretraining.

Limitations

While the results presented in this paper are promis-
ing and suggest improvements across many tasks
when using GPT-BERT, all tested models are rel-
atively small and trained on very small datasets.
There is a possibility that these results do not scale
and do not work outside of the strong BabyLM
constraints.
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A Pre-training details

Hyperparameter

STRICT (100M)

STRICT-SMALL (10M)

Number of parameters
Number of layers'
Hidden size

FF intermediate size
Vocabulary size
Attention heads
Hidden dropout
Attention dropout
Training steps

Batch size

Initial Sequence length
Final Sequence length
Warmup ratio

Initial learning rate
Final learning rate
Learning rate scheduler
Weight decay
Optimizer

LAMB €

LAMB 5,

LAMB 5,

Gradient clipping

119M
12
768
2560
16384
12
0.1
0.1
15625
IM — 4M (tokens)
128
512
1.6%
0.01
0.001
cosine
0.1
LAMB
le-8
0.9
0.98
2.0

30M
12
384
1280
8192
6
0.1
0.1
7812
IM — 4M (tokens)
128
512
1.6%
0.0141
0.00141
cosine
0.1
LAMB
le-8
0.9
0.98
2.0

Table 3: Pre-training hyperparameters

We train base-sized models on the STRICT corpus and small-sized
models on the STRICT-SMALL corpus. | Here one ‘layer’ refers to one module composed of both the attention and

feed-forward submodules; a more standard definition than the one used in Section 2.2.

B Evaluation details

Hyperparameters

TO find the hyperparameters we do a hyperparameters search on CoL A for the task
with small amounts of training data (CoLLA, RTE, MRPC, MultiRC) and on SST-2 for tasks with large
amounts of training data (QQP, MNLI, QNLI, BoolQ, and SST-2). We do a grid search with values:

* Number of epochs: {3,5,10}

* Learning rate: {3 x 107°,5 x 107°,1 x 1074,2 x 1074}

* Batch size: {16, 32,64}

In addition for WSC given the very low amount of both train and validation data, we expand the search

to:

* Number of epochs: {3, 5, 10, 15, 20, 25, 30,100}

* Learning rate: {3 x 107°,5 x 107°,7 x 107°,1 x 1074,2 x 107%,3 x 107%,5 x 1074}

* Batch size: {16, 32,64}

* Warmup ratio: {0.00,0.06,0.15}

The final hyperparameters can be found in Table 4. For MultiRC, we reduce the number of epochs due

to the training time.
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QQP, MNLI, SST-2,

Hyperparameter CoLA, RTE, MRPC MultiRC WSC
BoolQ, QNLI
STRICT-SMALL
Number of epochs 3 10 3 20
Learning rate 1x1074 1x1074 1x107% 3x107*
Batch size 16 16 16 32
Warmup ratio 0.06 0.06 0.06 0.00
Weight decay 0.01 0.01 0.01 0.01
STRICT
Number of epochs 3 10 3 20
Learning rate 1x1074 1x107* 1x107* 3x107*
Batch size 32 32 32 16
Warmup ratio 0.06 0.06 0.06 0.06
Weight decay 0.01 0.01 0.01 0.01

Table 4: Fine-tuning hyperparameters = We use the hyperparameters above to fine-tune our models. We did a
hyperparamter search on CoLA and SST-2 to obtain the hyperparameters. For MultiRC, we used less epochs due to
the time required to fine-tuned.

(Super)GLUE benchmark. General Language Understanding Evaluation benchmarks (GLUE and
SuperGLUE; Wang et al., 2018, 2019) are arguably the most common ways of evaluating the language-
understanding and transfer-learning capabilities of language models. The BabyLLM challenge uses a subset
of 10 (Super)GLUE tasks, detailed in Appendix G. We employ the standard way of finetuning masked
language models on these datasets, as introduced in BERT (Devlin et al., 2019).

As we use the BabyLLM version of GLUE, our results cannot be directly compared with previous
literature — the dataset samples are filtered to not contain out-of-vocabulary words and some of the
employed metrics differ from the original recommendations (Wang et al., 2018, 2019). We opted to adhere
to the BabyLLM version to be compatible with other works in this challenge.*

BLiMP. When using any finetuning approach, it becomes unclear how to disentangle innate language
understanding from knowledge learned during second-stage supervised finetuning (Belinkov, 2022). In
contrast, the Benchmark of Linguistic Minimal Pairs (BLiMP; Warstadt et al., 2020) attempts to measure
the linguistic knowledge of a language model in a zero-shot manner — without any additional training.
Each pair of sentences in BLiMP differs minimally on the surface level, but only one of the sentences is
grammatically valid. We can use the intrinsic ability of language models to assign a probability to every
sentence and test how often a language model assigns a higher probability to the correct sentence (Wang
and Cho, 2019; Salazar et al., 2020).

As detailed in Appendix E, the results on BLiMP greatly depend on temperature scaling (Guo et al.,
2017). Thus, to fairly compare different types of language models, we employ an alternative approach
to evaluating BLiMP: we report the accuracies that are achieved with the optimal temperature for every
language model; the reasoning is explained in Appendix E.

The BabyLM challenge also comes with an additional ‘BLiMP supplement’ held-out set with five
additional diagnostic tasks. To comply with the held-out spirit of these tasks, we keep the temperature
values calibrated for BLiMP, even though this results in suboptimal performance (Appendix E).

EWoK. Elements of World Knowledge (EWoK; Ivanova et al., 2024) is another benchmark evaluated in
a zero-shot manner. The goal of this benchmark is to evaluate how well a model understand concepts that
help model the world. To do this, each example consists of two contexts, and two targets. The first context
implicates the first target, and the second context implicates the second target. Both implications are
based on world knowledge, such as an object both accelerating and slowing down (context) is oscillating

“The BabyLM pipeline unfortunately uses identical validation and test sets, which might yield overly optimistic results due to
overfitting during hyperparameter optimization.
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(target).

LAMBADA. LAnguage Modeling Broadened to Account for Discourse Aspect (LAMBADA; Paperno
et al., 2016) is a dataset that verifies how well a language model understand context and whether it is able
to recall far-away context. To do this the model must predict an answer token(s) which usually consists of
a person, action, fact, or event mentioned earlier in the context.
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C Text Generation with prompts from Radford et al. (2019)

Context

In a shocking finding, scientist discovered a herd of unicorns living in a remote, previously unexplored
valley, in the Andes Mountains. Even more surprising to the researchers was the fact that the unicorns
spoke perfect English.

Completion (no repetition penalty)

The unicorns were known for their ability to communicate with each other, and they were known to have
a unique way of communicating.

The unicorns were known to have a unique way of communicating with each other, and they were known
to have a unique way of communicating with each other.

The unicorns were known to have a unique way of communicating with each other, and they were known
to have a unique way of communicating with each other.

The unicorns were known to have a unique way of communicating with each other, and they were known
to have a unique way of communicating with each other.

The unicorns were known to have a unique way of communicating with each other, and they were known
to have a unique way of communicating with each other.

The unicorns were known to have a unique way of communicating with each other, and they were known
to have a unique way of communicating with each other.

The unicorns were known to have a unique way of communicating with each other, and they were known
to have a unique way of communicating with each other.

Completion (1.5 repetition penalty)

The study is published in Nature Communications.

"The unicorn language has been known for centuries as an ancient communication system," said Dr. Mark
Rosenberg, lead author of the paper and co-author of the new research. "It’s not just a myth; it’s also a
real one."

A group of scientists from the University of California at Berkeley (UCB) and the University of Colorado
at Boulder (UCSD) have found evidence of this phenomenon in some animals. They say they’ve identified
two species of unicorns with similar sounds, but they’re different in their own way.

"We are looking at how these unicorns communicate," says Dr. Rosenberg. "They use sound waves to
send messages through the air, which then travel down the animal’s throat, where it gets picked up by
other animals, and back to the brain."

Researchers believe the unicorns’ ability to hear can be explained by the presence of certain chemicals
called acetylcholinesterase. Acetylcholinesterase helps them detect danger, such as wind or water. It also
makes them feel safe when there’s a threat.
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Context

Aaron loves mint chocolate cake, but he requires that it be paired with mini chocolate chips, so I threw
some of those in between the layers. I also had a few Peppermint Jo Jos on hand so I crushed them up
and threw some of those in along with some crushed meringue cookies because, why not? It’s a total
smorgasbord of minty chocolate chippy cookie crunchy goodness. I didn’t measure how much of each
topping I used, but after I tasted the finished product, I wish I had added more. You can add anything you
want- crushed candy canes, peppermint bark, etc. And don’t be afraid to use a heavy hand. Texture =
good.

If you don’t have 7-inch cake pans, you can get 3 shorter 8-inch layers out of this

Completion (no repetition penalty)

recipe. You can also use a 1-inch layer of chocolate chips, and you can also use a 1-inch layer of chocolate
chips.

Now, let’s talk about the texture. The texture of the cake is the amount of chocolate chips that you’re
using. You can use a 1-inch layer of chocolate chips, 1-inch layer of chocolate chips, and 1-inch layer of
chocolate chips. You can also use a 1-inch layer of chocolate chips, 1-inch layer of chocolate chips, and
1-inch layer of chocolate chips.

To make the cake, you’ll need to mix 1-inch chocolate chips, 1-inch chocolate chips, 1-inch chocolate
chips, and 1-inch chocolate chips. You’ll also need to mix 1-inch chocolate chips, 1-inch chocolate chips,
and 1-inch chocolate chips.

To make the cake, you’ll need to mix 1-inch chocolate chips, 1-inch chocolate chips, and 1-inch chocolate
chips. You’ll also need to mix 1-inch chocolate chips, 1-inch chocolate chips, and 1-inch chocolate chips.

Completion (1.5 repetition penalty)

recipe. The best part is that they are made from 120% natural ingredients. So if you need to make your
own, just go ahead and buy one!

Now let’s talk about what makes these cakes so special. First, there are two main components: the base
layer (the top) and the outer layer (the bottom). This layer consists of three layers: the base layer (which
contains all the other layers), the inner layer (which includes the outer layer), and the middle layer (which
has everything else). Each layer provides its unique texture and flavor profile. For example, when making
a macaroon cake, we would use a thinner layer called the “middle layer” which helps hold the shape
together. But if we wanted to create a thicker version, we could choose a lighter layer like a “cream
cheese” or even a “dry cream cheese”.

Next, let’s discuss the “inferior layer”. This is where our final dessert comes in handy.
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Figure 4: BLiMP-Supplement Accuracy = Comparison of BLiMP-Supplement accuracy when varying the ratio
of MNTP used during pre-training. We set the temperature to apply on the logits to 1 for fair comparison between
the evaluation strategies. Fused is the sum of the logits from the causal and masked evaluation.

D Varying MNTP ratio results on other datasets

Figures 4 and 5 show the result of varying the MNTP ratio on the BLiMP-Supplement and EWoK
benchmarks. We evaluate the benchmarks with the masked, causal, fused (the sum of the logits of the
masked and causal scheme), and prefix (for EWoK) schemes.
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Figure 5: EWoK Accuracy = Comparison of EWoK accuracy when varying the ratio of MNTP used during
pre-training. We set the temperature to apply on the logits to 1 for fair comparison between the evaluation strategies.
Fused is the sum of the logits from the causal and masked evaluation. We also look at the performance of the model
using a prefix masking strategy where the whole context is visible to the model.

E BLiMP

The BabyLM challenge uses the BLiMP benchmark (Warstadt et al., 2020) to evaluate the syntactic
understanding of the models. Our detailed results can be found in Table 5. The component tasks are as
follows (with descriptions from Warstadt et al. (2020)):

Anaphor Agreement (AA): the requirement that reflexive pronouns like herself (also known as anaphora)
agree with their antecedents in person, number, gender, and animacy.

Argument structure (AS): the ability of different verbs to appear with different types of arguments. For
instance, different verbs can appear with a direct object, participate in the causative alternation, or
take an inanimate argument.

Binding (B): the structural relationship between a pronoun and its antecedent.

Control/raising (CR): syntactic and semantic differences between various types of predicates that embed
an infinitival VP. This includes control, raising, and fough-movement predicates.

Determiner-noun agreement (DNA): number agreement between demonstrative determiners (e.g.,
this/these) and the associated noun.

Ellipsis (E): the possibility of omitting expressions from a sentence. Because this is difficult to illustrate
with sentences of equal length, our paradigms cover only special cases of noun phrase ellipsis that
meet this constraint.

Filler-gap (FG): dependencies arising from phrasal movement in, for example, wh-questions.
Irregular forms (IF): irregular morphology on English past participles (e.g., awoken).

Island effects (IE): restrictions on syntactic environments where the gap in a filler-gap dependency may
occur.
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NPI licensing (NL): restrictions on the distribution of negative polarity items like any and ever limited
to, for example, the scope of negation and only.

Quantifiers (Q): restrictions on the distribution of quantifiers. Two such restrictions are covered: su-
perlative quantifiers (e.g., at least) cannot be embedded under negation, and definite quantifiers and
determiners cannot be subjects in existential-there constructions.

Subject-verb agreement (SVA): subjects and present tense verbs must agree in number.

On temperature scaling, we observe that for the masked scheme, the increase in performance when using
temperature scaling is on average of 2%. This is not the case for the causal scheme, where temperature
seems to have very little effect on the performance of the model.

Model AA AS B CR DNA E FG IF IE NL Q SVA

STRICT-SMALL

ELC-BERT*0023y 895 725 681 726 934 874 80.6 910 679 794 752 88.7
GPT-BERT 936 782 688 774 973 86.1 805 915 698 841 684 922
STRICT

ELC-BERT*(023y 928 812 740 792 960 917 87.1 936 839 835 702 908
LTG-BERT*pp3y 96.1 795 771 803 954 917 87.8 945 798 844 722 912

GPT-BERT 97.7 843 7461 837 982 869 893 966 773 852 764 95.1

Table 5: Detailed BLiMP results for models trained on both tracks. The bold results represent the best model
for the task. The metric used to measure is accuracy. The results are in percentage. *Results from (Georges
Gabriel Charpentier and Samuel, 2023); they are not directly comparable due to the differences in data filtration
between the models as well as the optimized BLiMP temperature being used instead of a general one.

F BLiMP Supplemental

The BLiMP Supplemental was introduced in the last version of the BabyLLM Challenge (Warstadt et al.,
2023). As for BLiMP it tests the syntactic understanding of models. It consists of the following 5
sub-tasks:

Hypernym Checks whether a word is a superset/subset of another word (for example a dog is a mammal
so having a dog means having a mammal).

QA Congruence Easy Checks where the question type is congruent with the answer (i.e. a who question
answers about a person and not a thing).

QA Congruence Tricky Same as before but with more ambiguous cases.
Subject Aux Inversion Checking whether the verb relates to the correct subject.

Turn Talking Checks whether the right personal pronoun is used in the answer to a question in a
conversation.

The results can be found in Table 6.

G GLUE

The BabyLLM challenge involves slightly modified GLUE and SuperGLUE benchmarks. It uses only a
subset of the subtasks, the datasets are filtered so that they do not contain out-of-vocabulary words, and it
sometimes uses non-standard metrics. Our detailed results can be found in Table 7. We list all subtasks
and their metrics below:
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Model Hypernym QA Cong. Easy QA Cong. Tricky Subject Aux Inversion Turn Talking

STRICT-SMALL

Encoder pasetine) 54.2 62.5 49.1 79.9 58.2
Decodert pasetine) 49.6 54.7 41.2 86.0 66.1
ELC-BERT* 2023 48.0 73.4 43.6 90.0 84.3
GPT-BERT 47.1 734 54.5 86.3 85.7
STRICT
Encoder pasetine) 55.0 75.0 53.3 87.5 61.4
Decoderpasetine) 45.6 56.2 44.8 83.9 72.5
ELC-BERT* 2023 473 85.9 63.0 94.5 92.1
LTG-BERT*(2023) 47.0 90.6 60.6 90.7 92.1
GPT-BERT 48.8 90.6 59.4 96.3 88.9

Table 6: Detailed BLiMP supplemental results for models trained on both tracks. The bold results represent the best
model for the task. The metric used to measure performance is accuracy. The results are in percentage. *Results
from (Georges Gabriel Charpentier and Samuel, 2023); they are not directly comparable due to the differences in
data filtration between the models as well as the optimized BLiIMP Supplemental temperature being used instead of
a general one.

Boolean Questions (BoolQ; Clark et al., 2019), a yes/no Q/A dataset evaluated with accuracy.

Corpus of Linguistic Acceptability (CoLA; Warstadt et al., 2019) evaluated with the Matthews correla-
tion coefficient (MCC; Matthews, 1975).

The Multi-Genre Natural Language Inference Corpus (MNLI; Williams et al., 2018). Its develop-
ment set consists of two parts: matched, sampled from the same data source as the training set, and
mismatched, which is sampled from a different domain. Both parts are evaluated with accuracy.

The Microsoft Research Paraphrase Corpus (MRPC; Dolan and Brockett, 2005), evaluated with both
F{-score (originally also evaluated with accuracy).

Multi-Sentence Reading Comprehension (MultiRC; Khashabi et al., 2018), a multiple choice question
answering dataset, evaluated with accuracy (originally evaluated with the exact match accuracy (EM)
and Fy-score (over all answer options)).

Question-answering Natural Language Inference (QNLI) constructed from the Stanford Question An-
swering Dataset (SQuAD; Rajpurkar et al., 2016), evaluated with accuracy.

The Quora Question Pairs (QQP),> evaluated with F;-score (originally evaluated with accuracy).
The Stanford Sentiment Treebank (SST-2; Socher et al., 2013), evaluated with accuracy.

The Recognizing Textual Entailment datasets (RTE; Dagan et al., 2006; Bar-Haim et al., 2006; Gi-
ampiccolo et al., 2007; Bentivogli et al., 2009), evaluated with accuracy.

Winograd Schema Challenge (WSC; Levesque et al., 2012) evaluated with accuracy.

H EWoK

The BabyLM challenge uses a slightly modified EWoK benchmark (Ivanova et al., 2024). It tests all
concepts but filters the dataset to include only examples where the words appear in the BabyLLM dataset.
Our detailed results can be found in Table 8. We list all concepts below:

Agent Properties Checks whether the model can recognize agent (conscious beings) properties (such as
believe, choice, feeling, etc.)

5https ://quoradata.quora.com/First-Quora-Dataset-Release-Question-Pairs
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Model CoLA SST-2 MRPC QQP MNLI,, MNLI,n, QNLI RTE BoolQ MultiRC  WSC

STRICT-SMALL

Encoder paseline) 0.0 85.1 82.2 34.2 68.9 68.9 76.5 58.3 68.8 58.5 61.5
Decodet paseline) 22 86.2 82.0 83.6 724 742 82.8 49.6 65.0 60.1 38.5
ELC-BERT*(20p3y —  89.3%09 850%18 867403 792%03 799402  g5g+04 554426 93+20 #1059 0+54
LTG-BERT* 2025y -  88.8%08 823#04 g5g8+02 780+02 788404 g50+02 537441l 48421 64 1403 60 5810
GPT-BERT 489 92.2 91.5 87.1 80.2 80.5 86.4 64.0 72.5 69.3 69.2
STRICT

Encoderpaseline) 34.6 91.5 83.1 86.7 717 78.1 78.2 46.8 61.7 52.6 61.5
Decodet puseline) 37.3 88.3 86.8 84.5 75.6 76.2 83.1 60.4 66.1 62.1 38.5
ELC-BERT*(5p03y  —  91.9%11 893+06 ggot0-l g36+01 33402 8o 404 60 0+28 7055 66222  564+94
LTG-BERT*(Z()B) _ 92_0:{:04 S7.4i0‘7 87.9i0‘1 83.0i0‘4 83.4i0‘5 89.1i0‘5 54.7:(:2,4 68_4i0.5 66.0i1‘4 61.4i0‘0
GPT-BERT 62.4 94.0 94.4 89.1 85.2 85.3 90.8 69.1 78.4 733 75.0

Table 7: A subset of GLUE results (defined by the Baby LM challenge) for models trained on both tracks. All
the results indicate the model accuracy for the task except for MRPC and QQP where the results are based on the
F1-score of the positive class and CoLLA which reports the MCC. The results are reported in percentage. The bold
result indicates the best model for each dataset. *Results from (Georges Gabriel Charpentier and Samuel, 2023);
they are not directly comparable due to the differences in data filtration between the models.

Material Dynamics Checks whether the model can recognize the dynamics (movement, fluidity, etc.) of
a given material.

Material Properties Checks whether the model can recognize the properties (bounciness, hardness, etc.)
of a given material.

Physical Dynamics Checks whether the model can recognize the physical dynamic (speed, buoyancy,
etc.) of an object.

Physical Interactions Checks whether the model can recognize the physical interactions (attraction,
collision, etc.) between objects.

Physical Relations Checks whether the model can recognize the physical relations (attached vs. con-
nected, bigger vs. smaller, etc.) between objects.

Quantative Properties Checks whether the model can recognize amount (a lot vs. little of, enough vs.
not enough, etc.) of an object.

Social Interactions Checks whether the model can recognize the social interactions (cooperate vs.
compete, help vs. deceive, etc.) between agents.

Social Properties Checks whether the model can recognize the social property (boastful vs. humble,
dominant vs. submissive, etc.) of an agent.

Social Relations Checks whether the model can recognize the social relations (boss vs. subordinate,
colleague vs. boss, etc.) between agents.

Spatial Relations Checks whether the model can recognize the spatial relations (location, height, etc.)
between agents, objects or a combination of them.

I LAMBADA

LAMBADA is a zero-shot language modeling task that focuses on resolving long-range dependencies in
text (Paperno et al., 2016); we used its detokenized version from Radford et al. (2019). While it has been
traditionally used for evaluating autoregressive language models, we adapt the task for masked language
models. Note that this adaptation does not allow for a direct comparison with the autoregressive models.
An illustrative sample from this dataset looks as follows:
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Agent Material Physical Quantative Social Spatial

Model
Prop. Dyn. Prop. Dyn. Inter. Rel. Prop. Inter. Prop. Rel. Rel.

STRICT-SMALL

Encoderpaseline) 50.2 51.0 453 42.5 49.1 51.0 48.1 51.7 534  50.6 453

Decoder paseline) 50.5 51.7 494 542 504 506 53.5 50.7 50.3 4938 46.7

GPT-BERT 50.7 58.1  48.8 575 511 499 55.7 65.6 58.2 51.6 53.9
STRICT

Encoderpaseline) 50.1 55.8 50.6 583 489 509 53.8 514 50.8  53.8 514

Decoder paseline) 50.1 55.5 50.0 57.5 514 505 56.7 52.7 49.7  50.0 49.0

GPT-BERT 52.7 723 518 50.8 52,7 483 52.5 77.2 643 589 60.8

Table 8: Detailed EWoK results for models trained on both tracks. The bold results represent the best model for the
task. The metric used to measure performance is accuracy.

Prompt: "Give me a minute to change and I'll meet you at the docks." She’d forced those words through
her teeth. "No need to change. We won’t be that long." Shane gripped her arm and started leading her to
the dock. "l can make it there on my own, {answer)}."

Gold answer: Shane

We insert the whole tokenized prompt to the evaluated language model and replace the missing answer
by k mask tokens, where k is the length of the tokenized gold answer. Then we evaluate the exact-match
accuracy of predicting filling in the correct continuation and also the mean perplexity.

We also evaluate using the normal causal method implemented by Radford et al. (2019), as well as
doing it with a prefix, where all the context tokens attend to each other.
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