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Abstract

This paper investigates the effect of includ-
ing a parser network, which produces syntac-
tic heights and distances to perform unsuper-
vised parsing, in the Every Layer Counts BERT
(ELC-BERT) architecture trained on 10M to-
kens for the 2024 BabyLM challenge. The
parser network’s inclusion in this setup shows
little or no improvement over the ELC-BERT
baseline for the BLIMP and GLUE evaluation,
but, in particular domains of the EWoK evalua-
tion framework, its inclusion shows promise for
improvement and raises interesting questions

about its effect on learning different concepts.
1

1 Introduction

Recent advancements in Transformer-based lan-
guage models, in particular Large Language Mod-
els (LLMs), have largely been achieved by scal-
ing the parameter count as well as the size of the
dataset (Zhao et al., 2023). Whilst there is ongoing
research in identifying efficient training and sam-
pling methods for LLM pre-training, Villalobos
et al. project that between the year 2026 and 2032
the datasets for training LLMs will be equivalent
to all extant human text data.

In response to the staggering amount of data
upon which LLMs are trained, the BabyLLM chal-
lenge aims to incentive research in the development
and pre-training of Language Models by setting
realistic human-developmental limitations on the
training data (Choshen et al., 2024). In particular,
the challenge has three data-limited tracks: two
texts only tracks that restrict the data corpora sizes
to 10M and 100M (strict-small and strict, respec-
tively), the latter of which is inspired by approxi-
mately the amount of data a 13 year old child will
have seen, and a vision-language track, combining
text and images.

!The code for the training and experimenting is available
here: https://github.com/SufurElite/ELC-ParserBERT

The BabyLM Challenge
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Figure 1: An example of an induced tree created from
the model’s unsupervised parser network

The 2024 BabyLM Challenge is the second it-
eration of this challenge. The overall best system
from the first challenge was the Every Layer Counts
BERT model (ELC-BERT) (Georges Gabriel Char-
pentier and Samuel, 2023), which showed effec-
tive results by changing the residual connection
between the transformer layers. Although, in the
first BabyLM challenge, systems with architectural
modifications produced the best results, a plurality
of submitted systems used curriculum learning, of
which only one found significant gain from this
approach (Warstadt et al., 2023).

This paper introduces ELC-ParserBERT, a
model submitted for the strict-small track, which
incorporates the parser network proposed in (Shen
et al., 2021) into ELC-BERT. The parser network
is able to induce both dependency and constituency
syntactic structures, an example of which can be
seen in Figure 1, and the aim of its inclusion is
to investigate whether this structural bias aids the
baseline ELC-BERT model. This paper also inves-
tigates whether using a curriculum learning based
approach with this model architecture yields any
improvement.

2 Background Literature

Hu et al. propose a Transformer-based Syntac-
tic Language Model (SLM), called Generative
Pretrained Structured Transformers (GPST), that
learns to induce syntactic parse trees in an unsu-
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pervised manner and is able to outperform GPT-2,
including in the GLUE (Wang et al., 2018) eval-
uation dataset. In addition to the standard SLM
with its Transformer backbone, the GPST has a
composition component, a pruned inside-out en-
coder, namely, ReCAT (Hu et al., 2024b), which
induces parse trees. The model is trained through
a process akin to hard expectation-maximization:
during the expectation stage, the model induces
a parse tree from a compositional model, whose
internal representation is used as input during the
maximization stage that consists of updating all the
GPST parameters.

The ReCAT component and its contextual inside-
out layers made improvements upon unsupervised
grammar induction when compared to the prior
baselines (Hu et al., 2024b). One of the baselines
it improved upon (both in terms of the F1 score
for the syntactic trees and the memory complexity)
was the StructFormer model (Shen et al., 2021).

The StructFormer also proposes an additional
component, the parser network, that induces parse
trees. Given its input of word sequences, the parser
network generates syntactic heights and distances,
which were proposed in (Luo et al., 2019) and
(Shen et al., 2018), respectively. Given the syn-
tactic heights and distances, the network then es-
timates the probability that a token is the head of
another token. A directed weighted adjacency ma-
trix is then created such that each weight is the
probability a token depends on another. After these
token-dependency relation probabilities are created
in the parser network, they are used to constrain the
self-attention (Shen et al., 2021). In addition to be-
ing evaluated on its unsupervised dependency and
constituency parsing, the StructFormer was trained
and evaluted as a masked language model.

As part of the first BabyLM Challenge, one sys-
tem consisted of pre-training the original Struct-
Former architecture as well as variants of it (Mo-
men et al., 2023). Their variants included using
RoBERTa encoder in place of the standard trans-
former and at which layers to integrate the parser
network — namely, placing the parser in the mid-
dle since there was supporting literature that shows
syntactic information is better represented in the
middle transformer layers. They concluded, how-
ever, that, although some of the evaluation tasks
were improved upon by having a model that in-
duces a syntactic bias into the architecture, there
was not sufficient evidence that this inclusion im-
proved the model architecture with respect to the
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challenge set nor, within their experimentation, that
the placement of the parser network in the middle
of the transformer layers yielded improvement.

Another approach to inducing grammar induc-
tion is through compound probabilistic context-free
grammars (compound-PCFGs) (Kim et al., 2019),
wherein the model’s context-free rule probabili-
ties are alterable by a sentence-level latent variable.
There was a submission to the first BabyLM chal-
lenge that made use of the compound-PCFG. The
approach pre-trained a compound-PCFG on a sub-
set of the strict-small training data and used the
token embedding layer from the grammar as the in-
put embedding layer to a different language model,
which is subsequently trained on next work pre-
diction on the training data (Chen and Portelance,
2023). They concluded, however, that there was
no improvement over their baselines on account of
the grammar induction, but that their choice of tok-
enizer, which was the WordPiece algorithm used to
create both subword and whole word tokens, may
have resulted in increased performance.

As mentioned above, the best submission to the
first BabyLM challenge — and one of the baselines
for this iteration — was the ELC-BERT (Georges
Gabriel Charpentier and Samuel, 2023), which did
not try to leverage syntactic structures but rather
built upon the LTG-BERT model (Samuel et al.,
2023) by introducing layer weighting.

3 Experimental Design

3.1 Model Architecture

Like the compound-PCFG system last year and the
ELC-BERT model, a custom subword tokenizer
was selected for the ELC-ParserBERT model, and
it was trained on the provided strict-small data
(Georges Gabriel Charpentier and Samuel, 2023;
Chen and Portelance, 2023).

The model architecture in this paper uses the
ELC-BERT architecture as its backbone (Georges



Gabriel Charpentier and Samuel, 2023) combined
with StructFormer’s parser network proposed (Shen
etal., 2021) with the goal of increased performance
from including both the layer weighting and the in-
ductive bias from each, respectively. The architec-
ture, therefore, follows that of the StructFormer but
with weighted attention layers from ELC-BERT,
as can be seen in Figure 2, where the Parser Net-
work uses a combination of Convolutional layers,
Linear layers, and the hyperbolic tangent function
to produce the syntactic distances and heights that
are used to compute the directed adjacency matrix
with probabilities of a token depending on another.

3.2 Data
3.2.1 Training Data

The model uses the provided data from the orga-
nizers? for the strict-small track, which consists
of the following: 8% from the dialogue portion
of the British National Corpus (BNC) (Consor-
tium, 2007); 29% from The CHILDES Project’s
database, a corpora of dialogue concerning child
language (MacWhinney, 2000); 26% selected from
the standardized Project Gutenberg, a corpus com-
posed of over 50,000 books (Gerlach and Font-
Clos, 2018); 20% from Open Subtitles, a corpus of
subtitles extracted from movies and television (Li-
son and Tiedemann, 2016); 15% from nonfiction
sections of Simple English Wikipedia®, an encyclo-
pedia written in plain English to be approachable
for English language learners; and 1% from Switch-
board, a corpus of dialogues made for dialogue act
modeling(Stolcke et al., 2000).

The organizers ran initial preprocessing of the
data to ensure that all the data was in plain text,
but otherwise left preprocessing open to the con-
testants. The preprocessing of the training data
for this model was largely inherited from the ELC-
BERT (Georges Gabriel Charpentier and Samuel,
2023), where standardization is applied to the texts,
the texts are compiled, split by line, and segmented
into sentences using the Natural Language Toolkit’s
sentence tokenizer (Bird et al., 2009). After seg-
mentation, the sentences are broken into sequence
lengths, encoded by the model’s subword tokenizer,
and sorted according to their Flesch Reading Ease
score (Kincaid et al., 1975) (to allow curriculum
learning based upon this metric, if desired).

’The training data in its totality with references is available
through OSF here: https://osf.io/ad7qg/
Shttps://dumps.wikimedia.org/simplewiki/

3.2.2 Evaluation Data

The model is evaluated on three evaluation bench-
marks: BLiMP (as well as BLiMP supplemental)
to evaluate the model’s knowledge of grammatical
phenomena (Warstadt et al., 2020); a selection of
tasks that require finetuning from the General Lan-
guage Understanding Evaluation (GLUE) and its
more difficult successor SuperGLUE (Wang et al.,
2020, 2018); and the Elements of World Knowl-
edge (EWoK) framework, a benchmark that tests a
model’s world knowledge by examining the likeli-
hood of context and target pairs across particular
domains (Ivanova et al., 2024).

3.3 Experiments

There were two trained models with separate exper-
imental purposes. The first trained model was the
ELC-ParserBERT, trained on shuffled data that had
a 15% probability of being masked, to be evaluated
against the two provided baseline models for the
strict-small track. The second model was the cur-
riculum learning ELC-ParserBERT model (referred
to hereafter as CL-ELC-ParserBERT), which also
had a 15% probability of being masked and was
presented in increasing Flesch Reading Ease (Kin-
caid et al., 1975), but it was compared against the
submitted ELC-ParserBERT model in the EWoK
evaluation framework. The hyperparameters for
both models can be found in Appendix A. The
scores were evaluated using the evaluation pipeline

provided by the organizers*.

When evaluating the LTG-BERT baseline
model’ locally, the scores achieved on the EWoK
set were found to be different than the scores pre-
sented by the organizers. Henceforth, LTG-BERT-
A refers to the scores presented by the organizers,
and LTG-BERT-B refers to the scores evaluated
locally.

Model BLiMP | Suppl. | EWoK | GLUE | Macroaverage
BabyLlama 69.8 59.5 50.7 63.3 60.8
LTG-BERT-A 60.6 60.8 489 60.3 57.7
LTG-BERT-B 60.6 60.8 63.05 60.3 61.2
ELC-ParserBERT | 59.6 57.7 63.1 44.5 56.2

Table 1: Model accuracies across different tasks

*The pipeline can be found here: https://github.com/
babylm/evaluation-pipeline-2024/

>The model can be found here https://huggingface.
co/babylm/ltgbert-10m-2024
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Domains

ELC-ParserBERT

CL-ELC-ParserBERT ELC-BERT-B

ewok_agent-properties_filtered 0.7376 £ 0.0094 0.7620 + 0.0091 0.7552 £ 0.0091
ewok_material-dynamics_filtered 0.8104 = 0.0141 0.8273 £ 0.0136 0.8740 = 0.0120
ewok_material-properties_filtered 0.6000 £ 0.0377 0.4176 £ 0.0379 0.4647 £ 0.0384
ewok_physical-dynamics_filtered 0.3833 £ 0.0446 0.5083 £ 0.0458 0.3667 = 0.0442
ewok_physical-interactions_filtered 0.5989 £ 0.0208 0.6025 + 0.0208 0.6061 £ 0.0207
ewok_physical-relations_filtered 0.8166 £ 0.0135 0.8325 £ 0.0131 0.8166 £ 0.0135
ewok_quantitative-properties_filtered 0.4268 + 0.0280 0.4013 £ 0.0277 0.5478 £ 0.0281
ewok_social-interactions_filtered 0.5646 + 0.0290 0.5340 +£0.0291 0.5374 + 0.0291
ewok_social-properties_filtered 0.5610 £ 0.0274 0.4573 £ 0.0275 0.4451 £0.0275
ewok_social-relations_filtered 0.8068 + 0.0100 0.7991 +0.0102 0.8036 + 0.0101
ewok_spatial-relations_filtered 0.6347 £0.0218 0.6082 + 0.0221 0.7184 £ 0.0203
ewok total score 0.6310 £ 0.0050 0.6136 £ 0.0050 0.6305 £ 0.0049

Table 2: A breakdown of the accuracies for ELC-ParserBERT, the Learning Curriculum ELC-ParserBERT, and the

baseline ELC-BERT performs by each domain in the EWoK evaluation set.

4 Results

The results of the first experiment can be seen in
Table 1. Although it performed poorly compared to
the baselines in the (Super)GLUE evaluation and
had slightly worse BLiIMP supplemental scores,
ELC-ParserBERT achieved comparable BLiMP
scores to the LTG-BERT baselines and had sig-
nificantly better scores on the EWoK evaluation
framework than all other baselines, barring LTG-
BERT-B.

Domain Name p-val Accuracy
ewok_material-properties_filtered_results 0.0170219 0.14
ewok_quantitative-properties_filtered_results | 0.0017656 -0.12
ewok_social-properties_filtered_results 0.0017656 0.12
ewok_material-dynamics_filtered_results 5.97e-05 -0.06
ewok_spatial-relations_filtered_results 3.9e-06 -0.08

Table 3: EWoK domains where ELC-ParserBERT had
significant difference in prediction from the LTG-BERT
baseline, with the p-value and the change in accuracy
relative to ELC-ParserBERT shown.

4.1 EWoK ELC-ParserBERT compared to
LTG-BERT-B

ELC-ParserBERT’s comparatively strong EWoK
predictions prompted further analysis, namely,
whether, although LTG-BERT-B and ELC-
ParserBert had similar EWoK scores, there was any
area where they had statistically significant differ-
ent predictions. Upon preliminary inspection of the
models’ EWoK evaluation accuracies broken down
by domain, as seen in Table 2, one can already see
domains with disparate accuracies despite the close
average score. To confirm that these are significant
accuracy differences, however, a McNemar test can

be constructed for each domain to determine the
p-value for the difference in the models’ classifica-
tions. In Table 3, the domains of the predictions
that resulted in a p-value < .05 are listed.

These domains, however, can then be further
broken down to see which categories within the do-
mains had significant differences by running McNe-
mar tests on the predictions for each group within a
domain. In the "material properties" domain, ECL-
ParserBERT predicted significantly better for the
context type "direct" rather than "indirect," but it
cannot be said that this is directly due to the in-
clusion of the structural bias in the model. It is
more likely, however, that there are particular con-
cepts that ELC-ParserBERT understands better or
worse than LTG-BERT, although it may be possible
that this is indirectly caused by the inclusion of the
parser network in the model during pre-training.
For instance, ELC-ParserBERT gets all 20 of the
instances correct where the context is "cold" or
"warm," whereas LTG-BERT only gets 4 of them
right. The fourteen more that ELC-ParserBERT
predicted correctly all had a "direct" context type,
and there is a similar case for the "fragile" and
"sturdy" contexts. Moreover, in the "quantitative
properties" domain, ELC-ParserBERT actually per-
forms worse in the "direct" context type questions,
but this similarly follows from poor performance
in particular concepts such as "a lot of" versus "a
little."

The categories (concepts, context types, etc.)
with significant differences in prediction between
ELC-ParserBERT and LTG-BERT within the do-
mains found to have significant differences, as seen
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Figure 3: Given one of the contexts for EWoK, this figure shows an attention head of LTG-BERT on the left, the
induced tree by ELC-ParserBERT in the middle, and an attention head of ELC-ParserBERT.

Domain Name p-val Accuracy
ewok_physical-dynamics_filtered_results | 0.028784 -0.12
ewok_social-properties_filtered_results 0.0049673 0.10
ewok_agent-properties_filtered_results 0.0044958 -0.02
ewok_material-properties_filtered_results | 0.0011381 0.18

Table 4: EWoK domains where ELC-ParserBERT
had significant difference in prediction from CL-ELC-
ParserBERT, with the p-value and the change in accu-
racy relative to ELC-ParserBERT shown.

in Table 3, are enumerated in full in Table 6, located
in Appendix B.

4.2 Effectiveness of CL-ELC-ParserBERT

Similarly to LTG-BERT-B, CL-ELC-ParserBERT
achieves comparable EWoK scores as seen in Ta-
ble 2, and, when investigated further, there were
four domains with significant difference in pre-
diction between ELC-ParserBERT and CL-ELC-
ParserBERT, as can be seen in Table 4. The most
notable being the difference in the "material prop-
erties" domain, where CL-ELC-ParserBERT has
an accuracy 18% smaller than ELC-ParserBERT.
Interestingly, again, the concepts of "cold" and
"warm" proved difficult for CL-ELC-ParserBERT
in the same manner as it did for LTG-BERT-B. CL-
ELC-ParserBERT also struggled with the concepts
of "heavy" and "light," but it significantly outper-
formed ELC-ParserBERT when it came to concepts
of "sink" and "float," as well as "fall" and "rise."

Although the final scores were close, when
breaking down the scores into domains, it’s inter-
esting to see how the effects of curriculum learning
rather than shuffling, in the context of this training
data, result in significantly different predictions for
certain domains.

4.3 Attention Comparison

To further examine how the inclusion of the parser
network alters the model directly, one can see how
the attention differs for a given input, as in Figure

3, by using BertViz (Vig, 2019). The weight of
the lines connecting the tokens is based upon the
attention between the words. Hence, the damp-
ened weighting of the lines for ELC-ParserBERT
shows how the attention is being constrained by
the dependency relations produced by the parser
network.

5 Conclusions and Future Work

In the context of the BabyLM Challenge 2024,
this paper experimented with the ELC-ParserBERT
architecture, which is formed by adding the
parser network from the StructFormer (Shen et al.,
2021) to the ELC-BERT architecture (Georges
Gabriel Charpentier and Samuel, 2023). There was
no significant improvement found in the BLiMP,
BLiMP supplemental, and (Super)GLUE evalu-
ation tasks through the inclusion of the parser
network with the training as described. In the
EWoK evaluation framework, however, the ELC-
ParserBERT architecture showed comparable re-
sults to the LTG-BERT-B model and improvement
over the other baselines.

This paper also examined the effectiveness of us-
ing the Flesch Reading Ease (Kincaid et al., 1975)
metric to determine an ordering of the training
data for curriculum learning for training the ELC-
ParserBERT architecture. The use of this particu-
lar learning curriculum on this training data with
this architecture did not show any significant im-
provement generally, but the inclusion or exclusion
of this learning curriculum did significantly alter
the quality of predictions for certain concepts. In-
vestigating the cause of these particular concept
affinities might be the focus for future work.

Future work may also seek to improve upon
the ELC-ParserBERT model by ensuring sentences
are producing parse trees separately for each sen-
tence in a context window, as is done in GPST (Hu
et al., 2024a). Additionally, the ELC-ParserBERT’s
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largest shortcoming was in the (Super)GLUE eval-
uation tasks, which employed the default hyperpa-
rameters for finetuning set by the organizers, so
searching for more optimal hyperparameters may
yield overall model improvement.
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A Hyper Parameters

Table 5: Hyperparameters used in the submitted model.

B EWoK Domain and Category Analysis

Domain Name Category p-val Accuracy
material-dynamics context type - direct 0.01174 -5.8%
material-dynamics concept - wrinkle 0.00557 -11.7%
material-dynamics context type - indirect 0.00253 -6.8%
material-dynamics concept - stir 0.00074 -8.0%
material-dynamics target diff - concept swap 5.97e-05 -6.4%
material-properties concept - heavy/light 0.04123 37.5%
material-properties target diff - concept swap 0.01702 13.5%
material-properties context diff - antonym 0.01219 20.0%
material-properties concept - cold/warm 0.00051 70.0%
material-properties context type - direct 1.11e-05 38.5%
quantitative-properties | context type - direct 0.04228 -9.5%
quantitative-properties | concept - a lot of 0.02092 -26.0%
quantitative-properties | context type - indirect 0.01469 -18.5%
quantitative-properties | concept enough/not enough | 0.00766 -25.0%
quantitative-properties | target diff - concept swap 0.00177 -12.1%
quantitative-properties | context diff - antonym 0.00103 -15.9%
social-properties concept - friendly/hostile 0.03888 22.5%
social-properties context type - indirect 0.01217 14.6%
social-properties concept - tolerant/bigoted 0.00461 36.0%
social-properties context diff - antonym 0.00369 12.6%
social-properties target diff - concept swap 0.00177 11.6%
spatial-relations context diff - antonym 0.01219 -5.3%
spatial-relations target diff - concept swap 0.00842 -5.7%
spatial-relations context diff - variable swap | 4.40e-05 | -16.4%
spatial-relations context type - indirect 3.10e-05 -8.5%
spatial-relations target diff - variable swap 3.04e-05 | -15.0%
spatial-relations concept - above/below 1.19¢-07 | -14.3%

Table 6: EWoK domains and categories of significant
difference between ELC-ParserBERT and LTG-BERT
with change in accuracy relative to ELC-ParserBERT.
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