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Abstract

Challenge sets such as the Winograd Schema
Challenge (WSC) are used to benchmark sys-
tems’ ability to resolve ambiguities in natu-
ral language. If one assumes as in existing
work that solving a given challenge set is at
least as difficult as solving some more general
task, then high performance on the challenge
set should indicate high performance on the
general task overall. However, we show empiri-
cally that this assumption of difficulty does not
always hold. In particular, we demonstrate that
despite the strong performance of prompted lan-
guage models (LMs) on the WSC and its vari-
ants, these same modeling techniques perform
relatively poorly at resolving certain pronom-
inal ambiguities attested in OntoNotes and re-
lated datasets that are perceived to be easier.
Motivated by these findings, we propose a
method for ensembling a prompted LM with a
supervised, task-specific system that is overall
more accurate at resolving pronominal coref-
erence across datasets. Finally, we emphasize
that datasets involving the same linguistic phe-
nomenon draw on distinct, but overlapping, ca-
pabilities, and evaluating on any one dataset
alone does not provide a complete picture of a
system’s overall capability.

1 Introduction

The Winograd Schema Challenge (WSC; Levesque
et al., 2012) is a challenge set of ambiguous
pronominal coreference resolution (PCR) prob-
lems, one of many popular challenge sets used to
evaluate NLP systems (e.g., Isabelle et al., 2017;
Clark et al., 2018; McCoy et al., 2019). Challenge
sets are constructed to consist of relatively diffi-
cult instances of some more general task. In many
cases, systems’ performance on challenge sets is
considered in isolation of performance on the broad
range of ambiguous expressions attested in natural
corpora on which the general task being studied
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Constructed WSC Pair

(/—\
Jim yelled at Kevin because he was so upset.

. . h
Jim comforted Kevin because he was so upset.

Attested Pronominal Expression

... Mrs. Long says that Netherfield is taken by a young man
of large fortune from the north of England; that he
came down on Monday as so much delighted with it, that he
agreed with Mr. Morris immediately; ...

Figure 1: Top: An example minimal pair from the WSC.
Bottom: Pronouns attested in the novel Pride and Preju-
dice and annotated for coreference by Vala et al. (2016).

could also be evaluated;' e.g., systems are often
evaluated on the WSC without considering how
those same systems might perform on a diverse
range of attested pronominal expressions (Kocijan
et al., 2019b; Shen et al., 2021; Gao et al., 2023;
Achiam et al., 2023, i.a.).

The WSC specifically consists of minimal pairs
of sentences, each containing an ambiguous pro-
noun (Figure 1). These pairs are manually con-
structed such that consistently disambiguating the
pronouns is believed to require the types of com-
monsense world knowledge and reasoning ability a
human reader might rely on. Considering the recent
success of language model (LM) based approaches
at resolving WSC instances, some of the original
authors of the WSC have declared the challenge set
solved (Kocijan et al., 2023).

And yet, in this work we demonstrate that
the same LM-based systems that have reportedly
solved the WSC and its variants are relatively inac-
curate at resolving certain ambiguous pronominal
expressions attested in natural corpora and anno-
tated in OntoNotes (Hovy et al., 2006) and related

'We use the term natural corpora to refer to text that was
not explicitly constructed or elicited for research purposes.
An attested expression is one appearing in natural corpora in
contrast to constructed expressions that commonly compose
challenge sets.
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datasets. One may find this result surprising given
that “the point of the WSC is to test programs that
claim to have solved the problem of pronoun ref-
erence resolution” (Kocijan et al., 2023) and that
WSC instances are believed to represent relatively
difficult examples of PCR (Peng et al., 2015).

We specifically consider prompted LMs as sys-
tems that are relatively accurate at resolving Wino-
grad schemas; among LMs, our experiments focus
on the Llama family of models (Touvron et al.,
2023; Dubey et al., 2024), although we present
evidence that our results generalize across LM fam-
ilies including OLMo (Groeneveld et al., 2024) and
Mistral (Jiang et al., 2023). We compare the per-
formance of prompted LMs up to 70B parameters
against state-of-the-art coreference resolution sys-
tems, such as Maverick (Martinelli et al., 2024),
which are known to be accurate at resolving at-
tested pronominal coreferences.

We evaluate systems across 11 datasets. Six
of these datasets contain PCR problems for
text attested in natural corpora, e.g., OntoNotes
5.0 (Weischedel et al., 2013) and OntoGUM (Zhu
et al., 2021). The other five datasets consist of
PCR problems that were constructed for WSC-like
challenge sets, e.g., Winogrande (Sakaguchi et al.,
2021) and DPR (Rahman and Ng, 2012).

When comparing against unsupervised baselines,
we find LMs are generally more accurate across all
datasets; however, whereas supervised coreference
resolution models perform relatively poorly on the
WSC, we find these same systems are more accurate
than prompted LMs at resolving certain attested
pronouns. This finding is consistent across test sets
of diverse annotation guidelines and textual genres.

Motivated by these results, we propose a method
for ensembling a prompted LM with a task-specific
system in order to achieve a final system that
is overall more accurate at resolving pronom-
inal coreference across datasets. This ensem-
bling method functions by heuristically determin-
ing salient discourse entities for which coreference
is disambiguated by a state-of-the-art coreference
resolution system trained on OntoNotes. Mean-
while, the remaining instances are disambiguated
using an LM prompted with in-context examples.
In most cases, the final system is more accurate
at resolving pronouns occurring in attested expres-
sions and WSC-like challenge sets.

Ultimately, our findings illustrate the point that
datasets involving the same linguistic phenomenon
draw on distinct, but overlapping, capabilities;

therefore, no one dataset alone is capable of pro-
viding a complete picture of a system’s overall
performance. We therefore argue that challenge set
results should be considered in conjunction with re-
sults on evaluations that encompass a diverse range
of attested expressions.

Contributions. Our primary contributions can be
summarized as follows:

1. We formalize and empirically question the
challenge set assumption that solutions to a
challenge set generalize to diverse, attested
instances of the phenomenon being targeted.
In the case of PCR, we provide direct evidence
that this assumption does not hold.

2. We present a formatted collection of 11
datasets that follow the same, consistent for-
mulation of PCR. Using this collection, we
evaluate and compare multiple types of ap-
proaches to PCR including supervised models,
prompted LLMs, and rule-based systems.

2 Related Work

PCR is broadly the task of determining which lin-
guistic expressions refer to the same discourse
entity as a given pronominal expression (Hobbs,
1978). See Zhang et al. (2021) and Poesio et al.
(2023) for related surveys.

Proposed systems for resolving pronominal
coreference have traditionally relied on heuris-
tic rules often in combination with unsupervised
statistical patterns of handcrafted features (Poon
and Domingos, 2008; Charniak and Elsner, 2009;
Raghunathan et al., 2010; Lee et al., 2011, i.a.).
More recently, LM-based approaches have been
proposed including: LMs finetuned on supervised
training data (Zhang et al., 2019¢c; Zhao et al.,
2022), weakly supervised LMs (Kocijan et al.,
2019a; Shen et al., 2021), and prompting LMs by
formatting PCR as either a cloze task (Trinh and
Le, 2018; Radford et al., 2019) or question answer-
ing (Brown et al., 2020; Wang et al., 2022; Le and
Ritter, 2023; Zhu et al., 2024).

The ability of a system to perform PCR has been
evaluated generally on: 1) collections of ambigu-
ous pronouns attested in natural text (Hobbs, 1978;
Lappin and Leass, 1994; Webster et al., 2018), 2)
the subsets of larger coreference resolution datasets
that include pronominal coreference (Martschat
and Strube, 2014; Zhang et al., 2019c; Lu and Ng,
2020), and 3) challenge sets composed of WSC-
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like instances (Rahman and Ng, 2012; Emami et al.,
2019; Sakaguchi et al., 2021).

The WSC and inspired datasets have been
adopted by researchers studying the more general
task of coreference resolution to be used as chal-
lenge sets in addition to more canonical evaluations
such as OntoNotes (Peng et al., 2015; Toshniwal
et al., 2021; Zhao et al., 2022). Such work has
shown that systems designed for coreference reso-
lution perform poorly on the WSC. We adopt the
perspective of this line of work and view WSC-like
datasets as challenge sets of PCR.

Recent advances in language modeling have
proven accurate at resolving WSC instances when
compared to earlier approaches, in some cases near-
ing approximates of human accuracy (Brown et al.,
2020; Wei et al., 2022; Touvron et al., 2023). How-
ever, similar techniques have been shown to be less
accurate than supervised models when evaluated
on established evaluations of the general task of
coreference resolution (Yang et al., 2022; Le and
Ritter, 2023; Zhu et al., 2024; Gan et al., 2024).
Our work diverges from these studies by focusing
specifically on PCR rather than the broader concept
of coreference which has multiple competing defi-
nitions (Recasens and Hovy, 2010; Zeldes, 2022).

3 Method

In this section, we formulate the problem of
pronominal coreference resolution (PCR) and pro-
vide a high-level description of how system accu-
racy is evaluated. We also formalize the assump-
tions commonly made when evaluating on chal-
lenge sets so that we can explicitly test if these
assumptions hold.

3.1 Problem Formulation

We consider the task of PCR formulated as follows:
given a text passage w = (wq,...,w;), resolve
some pronominal expression x to its correct an-
tecedent a, where = and a are subspans of w. We
study a restricted version of this problem formu-
lated as binary classification.

More explicitly, we assume that exactly one of
two candidate antecedents in w is the correct reso-
lution of x. This formulation accommodates both
WSC-style and datasets containing annotations of
coreference in occurring in natural corpora. For-
mally, given w, x, and a set of two candidate an-
tecedents {aj,as}, the goal is to correctly deter-
mine which candidate antecedent corresponds to

/—[ Example Sequence } ~

oo - - - - — — - — - — = A\
| Jim yelled at Kevin because he  was  so upset|
| W1 w2 W3 W4 W5 wWg Wy W Wy |
a = w,,; = Jim
b= w,., = Kevin
(. /

Figure 2: An example instance and the corresponding
variables: the pronoun z, antecedent a, and distractor
candidate b.

the true antecedent a = wy.;. The other candidate
is some distractor mention b = w,,,.,, that refers to
a discourse entity but does not corefer with . An
example instance is given in Figure 2.

3.2 Challenge Set Assumptions

An assumption of the WSC is that solving WSC
instances is more difficult than resolving other in-
stances of the PCR task such as pronouns attested
in natural corpora. We formulate this assumption
as follows (Def. 1). We will then test this assump-
tion empirically by comparing the performance of
various systems across both challenge set instances
and attested pronouns.

To premise, let C be a challenge set and D some
other dataset representing the same task. Further-
more, let # and ¢ be systems that are to be evaluated
based on their performance on the given task. Func-
tion U represents a measure of the performance of
a system on a given dataset, e.g., the performance
of 6 on C is measured as U (6, C).

Definition 1 (The Challenge Set Assumption)
The ordering of model performance on the
challenge set C' is preserved on dataset D. That is,

U(6,C)>U(p,C) = U(H,D) > U(¢,D).

Intuitively, the assumption is that because C' is
strictly more difficult than D, systems that are rela-
tively accurate on C' should be relatively accurate
on D as well.

3.3 Evaluating Performance

To test this assumption, we evaluate systems across
multiple test sets. Here we describe how the perfor-
mance function U is calculated.

Attested Pronominal Expressions. To evaluate
performance on attested pronominal expressions,
we start with some existing dataset of identity coref-
erence relations annotated in datasets of curated
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GPT-3 Prompt

/Final Exam with Answer Key \ K

¢ Please carefully read the following
Instructions: Please carefully read

the following passages. For each
passage, you must identify which
noun the pronoun marked in
*bold* refers to.
Passage: The bee landed on the
flower because *it* had pollen .
Question: In the above passage,
what does "*it*" refer to?

Qnswer: *it* refers to the flower j

QA Prompt

passages. For each passage, you
must identify which noun the
mention marked in *bold* refers to.

Passage: [The bee] landed on [the
flower] because *it* had pollen .
Question: In the above passage,
what does "*it*" refer to?

Answer: *it* refers to the flower

/Please carefully read the following\

\Answer: A

MQA Prompt Doc Prompt

/Annotate all entity mentions in the\
following text with coreference
clusters. Use Markdown tags to
indicate clusters in the output, with
the following format [mention] (#-
cluster_name)

Input: [The bee](#cluster_1) landed
on [the flower](#cluster_0) because
[it](#) had pollen .

Output: [The beel(#cluster_1)

passages. For each passage, you
must identify which noun the
mention marked in *bold* refers to.
If the marked mention does not
have any antecedent, please select
“no antecedent”.

Context: Passage: [The bee] landed
on [the flower] because *it* had
pollen..

Choices:\nA. the flower 1B. the Janded on [the flower](#clus-
bee'nC. no antecedent

Question: What does "*it*" refer to? e ecauseltilicustertn)

/ \had pollen. /

Figure 3: A training set instance from the Definite Pronoun Resolution (DPR) dataset (Rahman and Ng, 2012)
formatted using each of the corresponding prompts. Denoted in bold is the expected model output. The GPT-3
prompt (Brown et al., 2020) does not rely on gold mention span annotations. QA Prompt and Doc Prompt were
presented by Le and Ritter (2023). The multiple-choice QA (MQA) prompt was presented by Zhu et al. (2024).

natural corpora. We then take all mentions that are
in a coreference relation and are within a prede-
fined set of pronouns to be a coreferring pronom-
inal expressions x.> We take the text passage w
to be the concatenation of the sentence in which
x occurs with the preceding two sentences. For
each z for which a single coreferring nominal an-
tecedent mention a occurs in the context w, and
for which at least one coreferring expression b that
does not corefer with = also occurs in w, we create
a test instance. In the event that there are multiple
candidates that could be chosen as b, we randomly
sample one. We measure performance based on a
system’s accuracy at resolving these instances.

This formulation and the predefined set of pro-
nouns follow the conventional setup for PCR used
in existing work (Yang et al., 2003; Ng, 2005;
Li et al., 2011; Zhang et al., 2019c; Zhao et al.,
2022). App. C provides further details regarding
how datasets are formatted.

WSC-like Challenge Sets. WSC instances gen-
erally follow the formulation of PCR we have out-
lined above—i.e., the basic premise of a WSC is
that there is some text w containing a pronoun x
with two candidate antecedents {ay, o }—so we
perform minimal formatting of existing WSC-like
challenge sets so that examples are in the same
form as for attested datasets. This requires tok-
enization and in certain cases determining the ex-
act span of candidate mentions. Further details are
provided in App. C. We can then directly compute
accuracy as the ratio of instances where the system
predicts the correct candidate antecedent.

*The following strings are considered as pronouns: "she",
"her”, "he”, "him", "them", "they", "it", "his", "hers", "its",
"their", "theirs", "this", "that", "these", "those".

4 Experiments

In this section, we describe our experimental setup
in detail which tests whether the challenge set as-
sumption holds empirically. We compare prompted
LMs that are known to be accurate at the WSC
against task-specific systems known to be accurate
at resolving certain attested pronouns (§4.1). Sys-
tems are evaluated across 11 datasets spanning both
attested and WSC-like instances (§4.2).

4.1 Systems
4.1.1 Prompted Language Models

In recent years, prompted LMs have proven ac-
curate at the WSC. One would therefore expect
such systems to be relatively accurate at resolving
attested pronominal expressions if the challenge
set assumption holds. Prompted LMs function by
predicting the correct antecedent span a given a
problem instance (w, x, {ay, as}) which is format-
ted using a particular textual prompt template that
may possibly include in-context examples.

Llama 3.1 As a prompted LM we focus on the
Llama 3.1 family of models at various sizes (Dubey
et al., 2024). These are competitive open-weights
LMs. We consider either the base or instruct ver-
sion as specified in each experiment. The instruct
versions were additionally finetuned on instruction-
tuning data, such as the Flan collection (Longpre
et al., 2023), and human preference annotations.
We evaluate the 8B and 70B parameter model sizes.

In the experiments where we consider few-shot
prompted Llama models, we also compare against a
supervised Llama 3.1 8B model which we finetune
to resolve WSC by training on public training sets
formatted using a QA prompt.
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Additional LMs We additionally compare per-
formance against the smaller Llama 3.2 models,
the fully open source OLMo model (Groeneveld
et al., 2024), and the Mistral-NeMo 12B parameter
model (Mistral Al Team, 2024).

Prompting Techniques. Our goal is not to pro-
pose new prompting techniques, so we experiment
using four existing prompt templates sourced from
the literature. These templates are shown in Fig-
ure 3. The GPT-3 prompt was used by Brown et al.
(2020) for evaluating GPT-3 on the SuperGLUE
WSC (Wang et al., 2019) and does not require gold
mention annotations. For this prompt, we check the
string match of the model output as in Brown et al.
(2020). The additional prompts (QA, MQA, and
Doc prompts) were proposed for using language
models to explicitly perform the task of corefer-
ence resolution and do require explicit candidate
mention spans. For these prompts, of the candidate
outputs, we take that with the highest probability
assigned by the language model to be the model
prediction. Another common approach is to for-
mulate WSC-like instances as a cloze-task (Trinh
and Le, 2018; Gao et al., 2023). We do not con-
sider this prompting technique, however, as it is
not compatible with pronominal references whose
resolution depends on the grammatical features of
the pronoun being considered.

We evaluate prompted LMs in zero- and few-
shot settings depending on what comparison is
being made. In the zero-shot setting, the LM is
only prompted with the corresponding instructions
and input passage. In the few-shot setting, we use
instruction-tuned version of the Llama 3.1 models
with 32 training instances prepended to the input.

4.1.2 Task-Specific Systems

We compare the performance of prompted LMs
against the following task-specific systems de-
signed for the general problem of coreference res-
olution. Such coreference resolution models are
believed to perform poorly on the WSC. One would
therefore expect prompted LMs to outperform
these task-specific systems across all PCR datasets
given the challenge set assumption (Def. 1).

dcoref As arepresentative unsupervised system,
we consider the “Stanford Deterministic Corefer-
ence Resolution System” (dcoref; Lee et al., 2013).
This is a deterministic, rule-based approach to the
general problem of identity coreference resolution
and does not rely on supervised examples of coref-

erence relations. The system is optimized to per-
form well on the OntoNotes dataset. This system
uses 10 sieves (such as string match and gram-
matical feature agreement) to identify potentially
coreferring mentions. We use the most recent ver-
sion implemented in Stanford Core NLP (Manning
et al., 2014). Around 30 percent of OntoNotes er-
rors are described as pronominal anaphora errors
in the original dcoref paper.

Maverick As a representative example of a su-
pervised system, we consider the state-of-the-art
Maverick coreference resolution system (Martinelli
et al., 2024). We use the publicly released weights
of the best performing system which consists of a
DeBERTa-v3 encoder (He et al., 2021) finetuned
on OntoNotes.

4.2 Datasets

We evaluate systems on 11 datasets including cu-
rated datasets of pronouns attested in natural cor-
pora, such as OntoNotes (Weischedel et al., 2013),
and challenge sets of WSC-like instances, such as
the original WSC test set (Levesque et al., 2012)
and DPR (Rahman and Ng, 2012).

4.2.1 Attested Pronominal Expressions

As noted in the methods section (§3), our tests that
involve attested pronouns are based on restricting
the set of annotations in more general coreference
resolution datasets to be evaluated as binary classi-
fication problems similar to the WSC. The datasets
that we use to achieve this are described below.
Four of these are datasets of nominal identity coref-
erence annotated in English-language, document-
level passages (OntoNotes, OntoGUM, PreCo, and
ARRAU). The remaining two focus exclusively on
PCR (GAP and PDP).

OntoNotes OntoNotes 5.0 (Weischedel et al.,
2013) consists of seven genres including news,
conversations, and web data annotated for corefer-
ence by two experts. This dataset has been used
in prior work to explicitly evaluate PCR both in
isolation (Zhang et al., 2019c, 2021, 2019b) as well
as PCR as a failure case of more general corefer-
ence resolution systems (Lu and Ng, 2020). We
use the standard English CoNLL-2012 Shared Task
version of this dataset (Pradhan et al., 2012).

OntoGUM OntoGUM (Zhu et al., 2021) is a
reformatted version of the GUM corpus (Zeldes,
2017) which was annotated for coreference by
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Figure 4: A comparison of the rule-based dcoref system (Lee et al., 2013) and the Llama 3.1 8B base model
prompted for PCR using various prompts. A) Systems that do not need gold mention spans. Across datasets, Llama
3.1 with the GPT-3 prompt always outperforms the dcoref baseline. B) Systems that require gold mention spans as
input. In general, prompted Llama 3.1 is more accurate than dcoref on both attested and constructed instances.

linguistic students. We use version 9.2.0 of On-
toGUM. This dataset is designed to follow the same
annotation guidelines as OntoNotes while expand-
ing coverage to additional textual genres such as
web forums and video blogs.

PreCo PreCo (Chen et al., 2018) is a large-scale
dataset of English exams annotated for coreference.

ARRAU ARRAU 2.1 (Uryupina et al., 2020) is
a dataset of written news and spoken conversations
annotated for various anaphoric phenomena by ex-
perts. We use the version formatted by Xia and
Van Durme (2021). The annotation guidelines dif-
fer from OntoNotes, and additional phenomenon
have been annotated including extensive semantic
and syntactic features of mentions.

GAP GAP (Webster et al., 2018) is a dataset of
pronouns attested in English Wikipedia and an-
notated for coreference. We study only instances
where exactly one of two candidate antecedents is
coreferring with the given pronoun to match our
PCR problem formulation.

PDP PDP (Morgenstern et al., 2016) is a col-
lection of 80 pronoun disambiguation problems
attested in text which was used for the original
version of the WSC in order to test systems on
examples believed to be relatively easy.

4.2.2 WSC-like Challenge Sets

The five challenge sets that we evaluate on are as
follows. To standardize the format of these datasets,
we consider the lexical units w; to be syntactic
words. We split the raw text into these syntactic
words using the Stanza library (Qi et al., 2020).

KnowRef-60K Emami et al. (2020) presented
WSC-like instances which were created by perturb-
ing internet forum text using heuristic rules. Thus,
these instances fall somewhere in between attested
and constructed.

DPR Definite pronoun resolution (DPR; Rahman
and Ng, 2012) is a dataset of instances in a similar
format to the original WSC without the strict re-
quirement that instances cannot be resolved based
on simple selectional preferences.

494



SuperGLUE WSC (SG-WSC) The set of
WSC instances used for the SuperGLUE bench-
mark (Wang et al., 2019) which was originally
modified from WSC 273 and PDP.

WSC 273 The original WSC (Levesque et al.,
2012) consisting of 273 instances. We manually
annotated mentions to fit our format similar to as in
McCann et al. (2018) and Toshniwal et al. (2021).

Pronominal Winogrande (P-WG) We use the
portion of the Winogrande test set (Sakaguchi et al.,
2021) which contains person entities. We replace
the underscore with an appropriate third-person
pronoun as in Porada et al. (2023).

5 Results

We first present results comparing zero-shot
prompting methods with the unsupervised dcoref
system. We then compare the best performing
prompting method against the supervised Maver-
ick coreference resolution system and a supervised
Llama 3.1 baseline. Across all figures, error bars
represent 90% confidence intervals. Results are
presented on the corresponding test splits using the
best model configuration. Additional details are
presented in App. D.

Comparing prompted LMs against earlier unsu-
pervised systems, the challenge set assumption
does hold. Results for the fully unsupervised sys-
tems are presented in Figure 4. We observe that
generally prompted LMs, which outperform dcoref
on the WSC variants, also outperform dcoref on
datasets of attested pronominal expressions. We
also see that model performance is sensitive to the
prompt format.

Exceptions are on the PDP dataset, whose small
size makes it difficult to draw generalizable conclu-
sions, and in the case of the Doc Prompt, which has
high variance across datasets. Le and Ritter (2023)
similarly found that Llama models did not consis-
tently generalize with the Doc Prompt template.

In Figure 5, we compare accuracies of various
LMs using the QA prompt template. Our conclu-
sion, that prompted LMs outperform dcoref on both
constructed and attested instances, is consistent
across LM families.

However, when comparing prompted LMs
against a supervised coreference resolution sys-
tem, the challenge set assumption does not hold.
In Figure 6, we present the accuracy of Llama 3.1

mmm dcoref (Gold Mentions) Llama 3.1 8B
Llama 3.2 1B Mistral NeMo 12B
B Llama 3.2 3B OLMo 7B
7 82
80 74 75 gk
72 ;2 e
55 57 99 58
g w0 T lph ol
7 |
8
5 40
o
Qo
<
20
0
OntoNotes WSC 273

Figure 5: Accuracies of various LMs using the QA
prompt template as compared against a dcoref baseline.
We find that LMs generally outperform dcoref on both
attested and constructed instances.

70B using the QA prompt in a few-shot setting com-
pared against a supervised coreference resolution
system. While the prompted LM is more accu-
rate across WSC-like datasets (with the exception
of KnowRef), the supervised coreference resolu-
tion system is more accurate at resolving attested
pronominal coreferences.

For this experiment, we consider the instruction-
tuned version of Llama 3.1 with 32 in-context ex-
amples as a prototypical example of an LM as eval-
uated on WSC-like datasets. When we compare
against a supervised Llama 3.1 base model, trained
on the Winogrande and DPR training sets for Sk
steps, the difference in accuracies across datasets
is even more extreme.

The exceptional case of KnowRef may be due
to the fact that this dataset is constructed by per-
turbing attested pronominal expressions and may
be overall more similar to collections of attested
rather than constructed linguistic expressions.

6 Analysis

Our results thusfar do not answer the question of
why the challenge set assumption does not hold.
Heuristic estimates of features such as number and
animacy are typically required to agree between
an antecedent and a pronoun in order for the two
to be coreferring, but these features are never re-
quired to resolve WSC instances per their design.
Therefore, it may be the case that prompted LMs
are not sufficiently considering these features for
the attested PCR problems. To test this hypothesis,
we analyze to what extent LMs could benefit from,
or already incorporate implicitly, the use of such
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Figure 6: A comparison of the accuracy of Llama 3.1 70B instruct (32-shot) against the supervised Maverick
coreference resolution system. We observe that the challenge set assumption does not hold; that is, despite being
generally more accurate on WSC-like datasets, the prompted LM is less accurate on datasets of pronominal
expressions attested in natural corpora. From left to right, the first six datasets consist of attested examples, and the

remaining five are WSC-like challenge sets.

features. To do so, we experiment with oracle base-
lines including these features in the model input as
a verbalized statement.

6.1 Verbalized Features

The verbalized features that we consider are those
annotated in the ARRAU corpus. These are: 1)
grammatical gender, 2) number, 3) enamex type
(i.e., semantic type: is the entity a person, orga-
nization, or location?), and 3) distance between
mentions. We also explore incorporating a gold,
annotated label as an oracle baseline.

Prompt. Verbalized features are appended to the
input string in the form:

The [FEATURE_NAME] of “[X]” is [Y].

For example, the passage in Figure 2 is
prepended with verbalizations such as:

The grammatical gender of “Jim” is male.

Results of this experiment are presented in Ta-
ble 1. We observe some accuracy increase from the
inclusion of grammatical gender, but otherwise no
influence. Meanwhile, the oracle baseline suggests
models are capable of incorporating verbalized fea-
tures that perfectly align with the correct antecedent
prediction (i.e., gold labels).

7 Ensembling Systems for Better
Performance

Finally, we present results for our proposed ensem-
bling method. This method is motivated as follows:

ARRAU
Llama 3.1 70B (QA Prompt) 0.86
+ gold gender 0.87
+ gold number 0.85
+ gold enamex type 0.86
+ distance between mentions 0.84
+ gold label (oracle) 0.99

Table 1: Results including additional features in the
model input on the ARRAU validation set.

because the challenge set assumption does not hold,
prompted LMs and task-specific systems have dis-
tinct strengths at PCR.

7.1 Method

This method functions by heuristically determining
if x corresponds to a salient discourse entity, in
which case a supervised coreference resolution sys-
tem is used to predict the correct antecedent a. Oth-
erwise, x is resolved using a prompted LM. This ap-
proach benefits from the fact that supervised coref-
erence resolution systems are relatively accurate
at resolving pronominal expressions that corefer
to the most salient discourse entities. Meanwhile,
prompted LMs are relatively accurate at resolving
pronominal expressions referring to infrequently
mentioned entities.

7.2 Implementation

For our proposed ensembling method, we first pre-
dict pronominal coreferences using both the super-
vised Maverick system and the prompted Llama 3.1
70B instruct model as before. We then heuristically
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System OntoGUM  PreCo  WSC 273
Maverick 0.90 0.94 0.71
Llama 3.1 70B 0.84 0.88 0.82
Ensemble 0.90 0.95 0.84

Table 2: Accuracy of the ensemble method compared
against Maverick (supervised coreference resolution)
and prompted Llama 3.1 70B instruct.

determine if a candidate antecedent corresponds to
a salient discourse entity based on the number of
coreferring noun phrases predicted by Maverick in
an end-to-end setup. When the number of predicted
coreferring mentions is greater than two (that is, the
pronoun is estimated to corefer to more than one
other linguistic expression) we use the Maverick
predictions given gold mention spans. Otherwise,
we use the Llama predictions.

7.3 Results

We present the results for our ensembling method
on three out-of-domain datasets of attested pronom-
inal expressions in Table 2. The ensemble predic-
tions are at least as accurate as the best performing
model, and in the case of PreCo and WSC 273,
more accurate than the single most accurate system.
Results across all datasets are presented in App. E.

8 Discussion

Coreference resolution systems have traditionally
struggled at resolving pronouns when the resolu-
tion depends on semantic knowledge related to
high-order predicate-argument relations (Kehler
et al., 2004; Durrett and Klein, 2013; Zhang et al.,
2019a). Meanwhile, our results suggest that re-
solving WSC instances, which are designed to ex-
plicitly rely on such knowledge, is in some ways
relatively easier than other cases for prompted LMs.
Therefore, our intuitions as a research community
regarding what constitutes challenging examples
may not always be aligned with the actual failure
cases of newer modeling paradigms. Consequently,
we must be careful as a community to not interpret
high performance on challenge sets as indicating
that the more general task being studied can consis-
tently be solved by a given system.

The Solvability of PCR. Our experiments and
results are not intended to make claims regarding
the solvability of the task of PCR. It may be that al-
ternative prompting formats exist for which Llama
models are relatively more accurate at resolving

attested pronominal coreferences, and one would
expect accuracy to increase with LM size. What our
results do show, rather, is that existing approaches
that are successful on the WSC and variants cannot
generalize to all attested PCR problems.

Coreference and Substitutability. By their de-
sign, WSC instances can be formatted as a cloze-
style task where the correct antecedent is that which
is most likely to be substituted for the ambiguous
pronoun. Substitutability and coreference are re-
lated but distinct concepts, however. While WSC
instances are difficult in that they cannot be solved
with the agreement of features between a pronoun
and a candidate antecedent, they differ from some
attested PCR problems in that for WSC instances
the concept of coreference is aligned with substi-
tutability. One possible hypothesis to explain our
results is that this alignment is useful for solving
the WSC. This hypothesis is based on the idea that
substitutability can be formatted as a cloze-style
task and is therefore closely aligned with the LM
pretraining objective.

Data Contamination. An open question is
whether LMs are exposed to the WSC or other
datasets’ test instances during pretraining. Elazar
et al. (2023) estimate that up to 30% of WSC test
instances may be contaminated in the training cor-
pus of Llama and other language models. However,
OntoNotes, OntoGUM, Winogrande, Knowref, and
GAP are estimated to have close to zero con-
tamination according to the Data Contamination
Database (CONDA Workshop Organizers, 2024).
ARRAU is not publicly distributed and also un-
likely to be contaminated. Because our results are
consistent for datasets that are likely not contami-
nated, we believe that issues of data contamination
are unlikely to invalidate our findings.

9 Conclusion

The ability to disambiguate pronominal expres-
sions is necessary for interpreting natural language
and has been used extensively as a benchmark to
evaluate models of semantics and discourse.

In this work, we study several possible ap-
proaches to modeling pronominal coreference.
Across evaluations, we find that prompting a
large language model (LM) outperforms other ap-
proaches on the WSC, but underperforms on cer-
tain attested occurrences of pronouns annotated for
coreference in OntoNotes and related datasets.
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A Limitations

We focus on a limited formulation of PCR. One
could expand on the scope of these results by con-
sidering additional formulations of PCR as well as
additional types of pronominal or other proform
expressions (e.g., a broader set of expressions con-
sidered as pronouns such as first and second person
or reflexive pronouns). Additionally, the scope of
coreference could be more explicitly specified by
distinguishing identity coreference versus other re-
lated phenomenon such as binding.

We also did not consider differences between
dataset annotation in detail. For example, datasets
differ in the annotation of mention spans. Our ex-
periments using gold mention annotations provide
some insight into the impact of these differences,
but this impact could be studied more thoroughly
by explicitly considering how mention spans are
annotated within each dataset.

Furthermore, we did not consider model failure
cases in detail beyond our ablation experiments
on the ARRAU dataset. For example, how per-
formance might vary based on genre and how this
differs between systems. For instance, LinkAppend
was trained with genre and speaker metadata.

Finally, expanding our evaluations to multilin-
gual pronominal anaphora and subsets of coref-
erence datasets other than the English language
would allow for new results regarding phenomenon
that are more prominent outside of English (e.g.,
zero-anaphors) or do not exist in English (e.g.,
switch reference and obviation).

B Ethics Statement

PCR systems are known to perform disparately
on subgroups which has ethical implications par-
ticularly for potential real-world use cases (Zhao
et al., 2018; Rudinger et al., 2018; Webster et al.,
2018; Hossain et al., 2023). We therefore do not
recommend or endorse the use of these systems
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for downstream purposes such as real-world, com-
mercial applications; rather, our experiments are
focused solely on the validity of certain assump-
tions of existing challenge sets.

C Differences in formulations of PCR

Our formulation of PCR follows the precise setup
proposed by Zhang et al. (2021) which was in turn
based on earlier formulations which also consid-
ered fixed subsets of English pronouns in restricted
contexts. These restrictions were viewed as rea-
sonable because most antecedents occur within the
local context of a pronoun; e.g., Yang et al. (2003)
observed that the antecedent is within the local
context 95% of the time in the MUC corpus.

We similarly formatted WSC-like challenge sets
in this way to allow for a fair comparison. For
instance, WSC-like datasets may initially contain
pronominal expressions outside our considered set
such as one and y’all.

For additional details, we release our preprocess-
ing code at https://github.com/ianporada/
challenge-set-assumption.

C.1 Additional Considerations

In this section, we outline differences in how exist-
ing work has approached PCR and which choices
we make in setting the scope of our analysis.

There is a tradeoff between evaluating all forms
of pronominal coreference that might occur in nat-
ural language and evaluating those forms that have
been identified and defined in such a way that they
can be reliably annotated in existing corpora. With
this perspective, our goal is more oriented towards
the latter. That is, we do not intend to analyze all
conceivable coreferences of all possible pronomi-
nal expressions. Rather, we take the intersection of
existing work to better understand how well models
generalize across datasets.

End-to-end v.s. mention-linking: As an end-
to-end task, the goal of PCR is to determine with
which linguistic expressions a pronoun corefers
given only the raw context and identification of the
pronoun. In contrast, it could be the case that can-
didate antecedent mentions are already identified,
in which case the task of PCR consists of resolv-
ing the correct antecedent. Common approaches
are to score each candidate independently or pair-
wise (Yang et al., 2008). We compare existing
systems within the category with which they can
perform the task.

One v.s. many mentions: A discourse entity can
be realized as multiple coreferring linguistic ex-
pressions in a discourse. These realizations form
a coreference cluster. In the case that multiple re-
alizations appear in the context of a pronominal
expression, there are multiple possible interpreta-
tions for what is considered the correct antecedent
to be resolved to the pronoun. Popular approaches
are to consider the most recent mention (Liang
and Wu, 2003) or any one of the coreferring men-
tions as a valid antecedent. We consider the most
recent mention to be the valid antecedent which
is the approach most commonly taken in existing
work (Zhang et al., 2021). Nonetheless, we do not
consider instances where multiple coreferring ex-
pressions appear within the immediate context w
to allow for our binary classification evaluation.

Mention boundaries: Finally, datasets differ in
the annotation of mention boundaries (Moosavi
et al., 2019). For example, the antecedent noun
phrase “a young man” in Figure 1 is annotated
in the dataset as “man” whereas in OntoNotes
would be annotated as the maximal dominating
span “a young man of large fortune from the north
of England” according to the annotation guide-
lines. In the case where a PCR model functions
end-to-end a reasonable assumption might be that
the pronoun should corefer with at least a men-
tion containing the head word of the correct an-
tecedent and no mention containing the head word
of the incorrect antecedent (Zabokrtsky and Ogrod-
niczuk, 2022); however, optimizing for head words
in this way has been shown to lead to strange mod-
eling design decisions that do not align with hu-
man intuition (Zabokrtsk}’/ and Ogrodniczuk, 2023).
Moosavi et al. (2019) presents a method for nor-
malizing mention boundaries so some minimal
span which is a reasonable choice for end-to-end
systems and may be useful for future work. For
mention-linking, we simply consider the dataset’s
annotated mention. We do not consider more com-
plex phenomenon such as split-antecedents and
discontinuous mentions in our analysis, but these
would also be interesting to investigate in future
work.

D Input Format

In this section we provide more details regarding
how the input was formatted. We also discuss addi-
tional results given other formats. We find that our
conclusions are consistent across these decisions.
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Figure 7: A comparison of the LinkAppend coreference resolution system and other systems that also do not rely on
gold mention annotations. The GPT-3 Prompt is most accurate on certain WSC datasets, but performance is near
random chance on OntoNotes, OntoGUM, PreCo, and ARRAU. This may be due to the difficulty in predicting the

appropriate spans of linguistic expressions.

Speaker Information. Many datasets of corefer-
ence annotations consist of spoken language and
include corresponding speaker metadata. We tested
models both with and without this metadata and
report models in their best configuration. We found
that Maverick and dcoref perform best with speaker
information, which including speaker data in LLM
input in the form of “SPEAKER_NAME: ...” had
marginal negative effect on LMs’ performance.

Input Length. The datasets of curated natural
corpora that we consider typically consist of rel-
atively long document contexts. Therefore, we
experimented with including in the input only the
local context w or the entire document. We find
that including the full context length has a marginal
effect on performance. In the unsupervised case,
we use only the local context w whereas for super-
vised models we include the full document in the
input for all models (both finetuned systems and
few-shot LMs).

dcoref For the dcoref baseline, we do not use
gold parses (since not all datasets include parse
information) and rather use parses predicted by the
Stanford CoreNLP pipeline.

LinkAppend As an additional representative ex-
ample of supervised systems, we consider the state-
of-the-art LinkAppend coreference resolution sys-
tem (Bohnet et al., 2023). We use the publicly
released weights of the best performing system
which consists of the multilingual mT5-XXL lan-
guage model (13B params) finetuned on OntoNotes.
Results for the LinkAppend system without gold
mention spans are presented in Figure 7.

E Full Ensemble

Results of the ensembling method across all
datasets are presented in Table 3. (We do not con-
sider PDP due to its small test set size.) The ensem-
bled predictions outperform any single system on
all datasets except OntoNotes and KnowRef. The
OntoNotes test set is known to have a high lexical
overlap with the training set which could possibly
explain the exceptional superior performance of the
supervised Maverick model on this dataset. To test
if this is the case, we can also consider the public
Maverick weights trained on PreCo in the same
setup in which case the Maverick model accuracy
is 0.71 and is significantly outperformed by the
ensemble approach (0.89 in this case).

In the case of KnowRef, it is not clear why the
ensemble approach is less accurate than the super-
vised system in contrast to all other datasets. This
may be related to the relatively poor accuracy of
Llama 3.1 on KnowRef and would be interesting
to investigate in future work.

F Dataset Details
F.1 Examples

Here we present example instances from the valida-
tion sets of those datasets that include a validation
split. For readability, we show only the local con-
text w.

The Bush administration , urging the Supreme Court to give states more leeway to restrict
b

abortions , said minors have n't any right to abortion without the consent of their parents .

Figure 8: An instance from the OntoNotes dataset.
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System ON OG PreCo ARRAU GAP KnowRef DPR SG-WSC WSC273 P-WG
Maverick 0.96* 0.90 094 0.90 0.88 0.87" 0.78 0.73 0.71 0.60
Llama3.170B 0.87 0.84  0.88 0.87 0.77 0.73 0.82 0.77 0.82 0.80
Ensemble 093 090 095 0.91 0.91* 0.77 0.85 0.79 0.84 0.81

Table 3: Accuracy of the ensemble method compared against Maverick (supervised coreference resolution) and
prompted Llama 3.1 70B instruct. ON denotes OntoNotes and OG denotes OntoGUM. The most accurate model
in each column is marked in bold. * indicates results that are statistically significant as compared to the next best

model based on a t-test with p-value < 0.1.

In a representative democracy , however , the citizens do not govern directly . Instead , they elect

representatives to make decisions and pass laws on behalf of all the people . Thus , U.S. citizens

vote for members of Congress , the president and vice president , members of state legislatures ,
b

governors , mayors , and members of town councils and school boards to act on their behalf .

x

Figure 9: An instance from the OntoGUM dataset.

Balzac tells us of a man who suspected his wife of having a lover . The husband comes home by

surprise . But she hears him and quickly hides her lover in the closet of her bedroom .

b x

Figure 10: An instance from the PreCo dataset.

it is tempting for girls to try to hide their acne with make-up . This rarely hides the spots , and it

blocks the skin pores - a situation almost guaranteed to make the acne worse . If you want to
b

wear make-up , use it sparingly and choose a light non-greasy lotion , not cold creams .

Figure 11: An instance from the ARRAU dataset.

Coudert traveled to Europe in the late 1890s under the patronage of socialite Minnie Paget . She
was welcomed by high society there and soon became known for her portraits of royalty ,

including King Edward VII , Czar Nicholas IT of Russia and his wife Alexandra .

b a

Figure 12: An instance from the GAP dataset.

William is often a condescending prick to Frank , but I do n't think he was being arrogant here .

a b

Figure 13: An instance from the KnowRef-60K dataset.

Mike helped Jack with his assignment because he politely asked him to .

b a x

Figure 14: An instance from the DPR dataset.
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Brian got a job working with dogs , while Derrick worked in sales because he was a

b a x

people person .

Figure 15: An instance from the Pronominal Wino-
grande (P-WG) dataset.

F.2 Summary Statistics
OntoNotes

e License:
Members

LDC User Agreement for Non-

 Final validation instances: 1,536

¢ Final test instances: 1,642
OntoGUM

* License: Varies by subcorpus. All annotations
are cc-by-4.0

* Final validation instances: 272
* Final test instances: 236
PreCo
* License: None specified
 Final validation instances: 2,167
* Final test instances: 2,248
ARRAU

e License:
Members

LDC User Agreement for Non-

* Final validation instances: 179
* Final test instances: 411
GAP
e License: apache-2.0
* Final validation instances: 203

¢ Final test instances: 832



PDP

e License: cc-by-4.0

* Final test instances: 33
KnowRef-60K

e License: cc-by-4.0

¢ Final validation instances: 21,240

¢ Final test instances: 3,061
DPR

* License: None specified

* Final test instances: 558
SuperGLUE WSC

* License: Custom (research usages)

* Final test instances: 146
WSC 273

e License: cc-by-4.0

* Final test instances: 180
Pronominal Winogrande

e License: cc-by-4.0

¢ Final test instances: 209
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