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Abstract

This paper describes efforts to annotate a
dataset of verbs in the Iroquoian language
Kanien'kéha (a.k.a. Mohawk) using the Uni-
Morph schema (Batsuren et al., 2022a). The
dataset is based on the output of a symbolic
model - a hand-built verb conjugator. Morpho-
logical constituents of each verb are automati-
cally annotated with UniMorph tags. Overall
the process was smooth but some central fea-
tures of the language did not fall neatly into
the schema which resulted in a large number
of custom tags and a somewhat ad hoc map-
ping process. We think the same difficulties are
likely to arise for other Iroquoian languages and
perhaps other North American language fami-
lies. This paper describes our decision making
process with respect to Kanien'kéha and reports
preliminary results of morphological induction
experiments using the dataset.

1 Introduction

It is generally believed that building language tech-
nology for morphologically rich languages benefits
from knowing about morphology. Other things
held constant, providing morphological informa-
tion as a part of an NLP pipeline is likely to help,
e.g. (Vania et al., 2018; Dehouck and Denis, 2018;
Hofmann et al., 2021; Park et al., 2021). While
there is no clear-cut definition of what makes a
language morphologically rich, usually it refers
to languages where words are composed of many
parts. It certainly applies to most language fami-
lies in North America (e.g. Algonquian, Iroquoian,
Eskimo-Aleut, efc.)

Computational models of morphology are impor-
tant also because mastering morphology is crucial
when learning a morphologically rich language.
Methods, techniques and aids that help students
master morphology are helpful in speeding up the
learning process (Renard, 2022).

The work described in this paper is a small step
in this direction for Kanien'kéha, a.k.a. the Mo-
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hawk language. It started as a collaboration be-
tween the National Research Council Canada ( fur-
ther NRC) and a Kanien’kéha immersion school for
adults, Onkwawénna Kentyohkwa. The teachers
at the school noticed that students in the immer-
sion classes struggled most with mastering verbal
morphology and often created hand-made ‘verb
conjugators’ as study aids. The role of the NRC
was to help build an interactive verb conjugator that
was aligned with the school’s curriculum. To the
best of our knowledge this was the first computa-
tional model of a subset of Kanien'kéha grammar.
However, we were unable to use any data driven
methods because of the extreme paucity of textual
data in Kanien'kéha.

One of the side effects of creating a symbolic
language model was the creation of a large dataset
of verbs (1,419K conjugations), complete with in-
flectional information and morphological segmen-
tation. We have mapped this dataset into the Uni-
Morph framework.

The motivation for this paper is two-fold. Firstly,
the paper serves as a reference document for a new
dataset for morphological induction in Kanien'kéha.
The paper documents the dataset itself as well as
the arbitrary decisions made during the labelling
process. The second goal of this paper is to il-
lustrate that such references are necessary when
creating datasets for low-resource languages, es-
pecially less documented ones. We demonstrate
several paradigms in the language that cannot be
adequately described using the UniMorph frame-
work without defining a large number of custom
labels (e.g. pronominal system, aspect system, tran-
sitivity etc.). In some cases, existing UniMorph
dimensions and features seem acceptable but upon
closer inspection applying them would be mislead-
ing. These remarks are not meant as a criticism
of UniMorph, but rather as suggestions for future
updates of the schema. This is especially so since
the same properties are common not only to all

Proceedings of the The Seventh Workshop on the Use of Computational Methods
in the Study of Endangered Languages, pages 39-51
March 21-22, 2024 (©2024 Association for Computational Linguistics



Iroquoian languages, but also to other language
families in North America (e.g. Algonquian).

The main contribution of this work is the
dataset'. The second contribution is preliminary
results of morphological inflection experiments us-
ing this dataset. To the best of our knowledge, this
is the first data-driven or corpus-based model of
Kanien'kéha.

This paper is structured as follows. Section 2
places the work into existing research context. Sec-
tion 3 provides a brief overview of the language.
Section 4 gives an overview of UniMorph. Section
5 describes the initial data used for annotation. Sec-
tion 6 is the main description of the new dataset
and the decisions made. Section 7 briefly describes
experiments and reports results. Sections 8 and 9
contain discussion and describe limitations of this
work.

2 Related Work

Related work falls into two broad categories:
linguistic and computational modelling of
Kanien'kéha and research on computational
models of morphology induction.

There is ample work in the field of Linguistics
describing Kanien'kéha. Mithun (2000, 2005) pro-
vide thorough overviews of the language. Louns-
bury (1953) describes the closest Iroquoian sister
language - Oneida, and so do Michelson and Doxta-
tor (2002). Beaty (1974) and Bonvillain (1973) are
grammars of two dialects of Kanien'kéha. These
resources describe the language as a system but we
could not use them directly in computational mod-
elling because of lack of both coverage and detail.
A notable exception is Michelson (1983) which fea-
tures a complete and detailed model of the stress
system in Kanien'kéha; the symbolic model we
have built is an implementation of this work.

Another type of descriptive work are educational
materials: Maracle (2017); Martin (2023); Price
et al. (2011). These are teaching textbooks and
curriculum materials. As such they are complete,
thorough and focus on the aspects of the language
that are important for today’s learners. We have
used them extensively.

An important research hive for activity on com-
putational models of morphology is the Special
Interest Group on Computational Morphology and

"Due to the preference of the communities the dataset is
not publicly available by default, however it is available upon
request for research and educational purposes.
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Phonology (SIGMORPHON). The annual shared
task competitions (Nicolai et al., 2023) include mor-
phological inflection. In 2023 the task was run on
26 languages across 9 language families. Systems
that consistently perform better across languages
are neural ones (e.g., Canby et al. 2020; Girrbach
2023). However for some languages a non-neural
and rule-based systems designed specifically for
those languages achieve best results (e.g., Kwak
et al. 2023).

Within this context, our work is novel with re-
spect to resources and research on computational
modelling of Kanien'kéha. We have created the
first large dataset of inflected verbs in Kanien'kéha
that can be used in computational modelling. Our
computational experiments at this point are basic -
we use the SIGMORPHON neural character-level
transformer baseline (Wu et al., 2021).

3 Kanien'kéha and Iroquoian Languages

Iroquoian languages are a group of approximately
17 historically documented languages situated in
southeastern Canada (Ontario and Quebec) and
northeastern US (New York State, but also in North
Carolina and Oklahoma).

All spoken Iroquoian languages that still
have first-language speakers (further L7) (Chero-
kee, Seneca, Cayuga, Onondaga, Oneida and
Kanien'kéha) are endangered. Several others are ei-
ther undergoing revitalization within communities
or are considered sleeping languages. The major-
ity of L1 speakers are older than 75. However, in
several communities a small number of new L/
speakers are being raised by parents who are L2
speakers.

Linguistically, Iroquoian languages can be di-
vided into Southern Iroquoian and Northern Iro-
quoian branches. There is only one Southern Iro-
quoian language - Cherokee. The Northern branch
of the Iroquoian language family contains all origi-
nal Five Nations languages of the Haudenosaunee
Confederacy. Many other Iroquoian languages are
no longer spoken, with scant word lists available
(e.g. Wyandot, Petun, Meherrin, Neutral, Wenro
and Erie to name just a few) (Mithun, 2005).

Despite the current harsh linguistic reality, due
to the effects of continued colonization and gov-
ernments’ efforts to linguistically and culturally
destroy them, the language communities are very
focused and interested in strengthening and re-
establishing their ancestral languages. Many im-



pressive and successful efforts are ongoing and
evolving to fit their contemporary needs. The au-
thors of the paper are only familiar with some of the
communities and regret inevitable omissions. How-
ever, examples of thriving language schools are
seen at Twatati Adult Oneida Immersion program
for Oneida®, Yawenda Project for Wendat® and
Onkwawenna Kentyohkwa* and Kanien’kehd:ka
Onkwawén:na Raotitiohkwa Language and Cul-
tural Center for Kanien’kéha Ratiwennahni:rats
Adult Language Immersion Program®.

All Iroquoian languages are morphologically
complex, with verbs being particularly elaborate.
Verbs are composed of several parts, both prefixes
and suffixes, as well as noun incorporation. Due to
the languages’ rich morphology, the linguistic prac-
tice of creating new words is deeply cultural, there-
fore restricting borrowing from other languages.
Generally speaking, single-token verbs in an Iro-
quoian language correspond to simple clauses in
English (however simpler verbs are possible too):

(1) enhake'serehtakwatdkwahse’
en-hake-'sereht-a-kwatakw-a-hs-¢'
will-he>me-car-link-fix-link-for-punctual
FUT-MSG>1SG-car-JR-fix-JR-BEN-PUNC

‘he’ll repair a car for me; he’ll fix my car’
(Kanien’kéha)

(2) yusayenhohaya ?dkhu?
y-usa-ye-nhoh-a-ya?ak-hu-?
there-again.did-she-door-link-hit-many-punc
TRANSL-REP.FACT-FI. A-door-JR-hit-
-DISTR-PUNC

‘she knocked on the door again’ (Oneida)

Example 1 and Example 2 are two unremarkable
Kanien'kéha and Oneida verbs (Michelson et al.,
2016, p.51) that correspond to simple clauses in
English.

Since this work only focuses on verbal morphol-
ogy, we will only discuss that part of speech from
here on in. A minimal verb structure consists of
a pronominal prefix, a verb stem and an aspectual
suffix, which can be null. A verb stem can be sim-
ple or have a noun incorporated, as in Example 1.

Classificatory dimensions
Aktionsart

Animacy

Argument Marking
Aspect

Case

Comparison
Definiteness

Deixis

Evidentiality
Finiteness

Gender

Information Structure
Interrogativity
Language-specific features
Mood

Number

Part of Speech
Person

Polarity

Politeness

Possession
Switch-reference
Tense

Valency

Voice

Table 1: Classificatory dimensions in UniMorph

Additionally, a verb can also have pre-pronominal
prefixes and the verb stem can include one or more
prefixes or suffixes; these convey inflectional and
derivational meanings.

4 UniMorph

The UniMorph project (Sylak-Glassman, 2016;
Batsuren et al., 2022b) has two main parts: an
annotation schema and an extensive collection of
inflection tables for 182 languages, several dozens
of them for endangered languages of the world. It
also contains several datasets for morpheme seg-
mentation and for derivational morphology.

The original goal of the project was to develop
a language-independent schema that could ade-
quately describe inflectional morphological break-
downs of words in any language. Currently in
its 4.0 version, the UniMorph schema has been
extended and improved but its skeleton remains

“https://www.facebook.com/people/Twatati/100057069505224 unchanged.

3https://languewendat.com/en/ and (Lukaniec, 2018)

*https://onkwawenna.info/

>https://www.korkahnawake.org/kanienkha-
ratiwennahnrats

The UniMorph schema contains 25 dimensions
listed in Table 1. Each dimension has a number
of possible features. For example, the features



Stem Inflected UniMorph Lang.
form tags

mercify  mercifies V;PRS;3;SG EN

mercify  mercifying V;V.PTCP;PRS EN

V:IND;PST:3;SG;PFV IT
V;IND;PST;1;SG;PFV IT

abalienare abalieno
abbacare abbacai

Table 2: Examples of words annotated using the Uni-
Morph schema.

for the dimension Animacy are Animate, Human,
Inanimate, Non-human. When default features are
insufficient the annotators can also create language
specific tags.

Table 4 shows examples of words annotated us-
ing UniMorph.

Using the UniMorph schema is not the only op-
tion. We could have devised our own set of tags
as in Hamaél4inen et al. (2021). We decided to opt
for standardization possibly at the expense of speci-
ficity. This decision is due to the practical nature of
our objectives. As the overarching goal is improv-
ing language technology for Kanien'kéha, choosing
a widely used standard (UniMorph) seems more
practical and more accessible for future users than
devising our own.

5 The dataset

Kawennén:nis is an interactive verb conjugator
for Kanien'kéha available online or locally. Cur-
rently two version of the software exist: one for
the Ohswé:ken dialect (Ohsweken:’a) and another
for the Kahnawa:ke dialect (Kahnawa’kéha). This
paper describes the dataset for Kahnawa’kéha.

This tool was designed as a teaching aid for stu-
dents of immersion programs of Kanien'kéha and
closely follows the curriculum. It allows the user
to select one or more verb stems, one or more sets
of pronominal prefixes and one or more tenses, and
then outputs the corresponding conjugations. The
tool has been designed in close collaboration with
Onkwawénna Kenty6hkwaimmersion school. Fol-
lowing a user study and several consultations with
teachers and students, a local artist was employed
to design a culturally relevant interface.

The tool contains 662 verb stems and more are
being added. It allows the user to choose one or
more of the 12 available tense/aspect options, as
well as apply negation and repetition. It does not
contain derivational morphology, although we hope
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to add contained subsets in the future.

The complete output of the tool corresponds to
inflectional tables for the 662 verbs within the mod-
eled paradigms - 1,418,939 inflected forms. How-
ever because the dataset contains inflectional tables
as opposed to intelligently created samples, there
is a lot of redundancy (the size grows exponentially
with the number of paradigms modeled).

Stress in Kanien'kéha is quite complex and is a
major source of irregularities. We make available
both the stressed and the unstressed versions on the
dataset.

Extensive work has been done to ensure the qual-
ity of the dataset but as any computational model,
it contains errors. 244 of the 662 inflection table
files have been manually checked by an advanced
L2 speaker who is an experienced teacher and lin-
guist. As was mentioned in Section 3 there are
very few L1 speakers of Kanien'kéha; what is even
more important is that their time is better spent
than checking conjugation tables. We realize that
thorough evaluation is a weakness of this work but
it is an unfortunate consequence of the capacity
bottleneck.

6 UniMorph and Kanien'kéha

Our dataset contains only active verbs (as opposed
to stative) and captures only foundational morpho-
logical paradigms. Therefore, only verb-related
parts of the UniMorph schema are relevant to us.
In this section we describe our efforts to align
the properties of the language with the UniMorph
schema. The process of mapping was not straight-
forward and arguably alternative choices could
have been made. Yet, despite some difficulties
we were able to automatically label our existing
dataset, take advantage of the existing systems
and train a model for morphological inflection in
Kanien'kéha. Preliminary results are available in
Section 7.

6.1 Valency and Voice-like features

Depending on the structure of their semantic argu-
ments, there are three types of verbs in Kanien'kéha:
two intransitive types, and one transitive. Intransi-
tive verbs can be divided into two classes depend-
ing on the category of bound pronominal prefixes
they take. Two types of pronominal prefixes are
possible with intransitive verbs: agent prefixes and
patient ones. The distribution of the prefixes typi-
cally has to do with the degree of control the actor



has over the event.

ie'nikhons

ie-'nikhon-hs
she/someone/they-sew-habitual
FI.A-sew-HAB

3)

‘she/they/someone sews or is sewing’

In Example 3 the actor (she/someone/they) is in
control and the active pronominal prefix ie- (she)
is used. If control is lacking or the actor is being
acted upon, patient pronominal prefixes are used:

saho'nikonhrhen’
s-wa-ro-’nikonhrhen-'
again-did-he-forget-punctual
REP-FACT-MSGP-forget-PUNC

)

‘he forgot (again)’

In Example 4 the actor has less control over
the event, hence the patient pronominal prefix ro-
(he/him) is used. While the degree of control
largely determines pronominal prefix preferences
of a verb, it is not always the case and students must
learn them for each verb. For instance, the verb
yo'ten (to work) always takes patients pronominal
prefixes:

(5) enionkeniio’ten’
en-ionkeni-io’ten-'
will-we-work-punctual
FUT-1DUP-work-PUNC

‘we will work’
Also, patient pronominal prefixes are always
used in certain tense/aspect combinations that em-
phasize the end result of an action:

wakatorion
wak-atori-on
I-drive-stative
1SGP-drive-STAT

(6)

’I have driven (emphasis on the result)’

For transitive verbs when both participants in
the event are animate, a separate set of pronominal
prefixes is used to encode the relation between the
participants, as in the following example:
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taiethi’nikonhrakénnion
t-a-iethi-’nikonhr-a-kenni-on
two-should-we>them-mind-link-
challenge-stative
DUP-OPT-1INCL.NS>3NS-mind-
JR-compete-STAT

(7

‘We should have convinced them.’

In Example 7 the transitive pronominal pre-
fix yethi- is used, meaning you-and-I/we-to-
her/her/them.

While there is a semantic distinction (based on
the degree of control and the relationship between
agents and patients), pronominal prefix preferences
are sometimes lexicalized in intransitive cases. The
three types of verbs are learned in the first lessons
of Kanien'kéha and students need to memorize the
type of pronominal prefixes each verb takes (some
verbs can participate in constructions of more than
one type).

These paradigms roughly correspond to two
of the UniMorph dimensions: Valency (the
transitive/intransitive distinction) and Voice (Ac-
tive/Passive) distinction. However, we decided
against using these default categories. The first
reason is that even intransitive constructions such
as those in Example 3 and Example 4 can be used
with semantically transitive verbs - in those cases
the pronominal prefix means actor-to-it. For in-
stance, the verb ie'nikhons can mean ‘She is sewing
something’ (where the ‘something’ is understood).
So the distinction is not strictly in the number of se-
mantic arguments. Secondly, the Voice dimension
of UniMorph and Active/Passive distinction does
not correspond to semantic differences of agent
and patient pronominal prefixes and corresponding
constructions. Voice alternations mark situations
when the relationship between a verb and its core
nominal arguments is altered. The distinction in
Kanien'kéha is different; there is no true voice al-
ternation in the language.

6.2 Pronominal prefix features

Verbs in Kanien'kéha require a bound pronoun to
be grammatical. Bound pronouns are often referred
to as pronominal prefixes and that is the terminol-
ogy we use throughout this paper. The pronominal
prefix signifies a relationship between an agent and
a patient (e.g. he-to-it, you and I-to-those two, it-
to-me). The pronominal system in Kanien'kéha is
very complex and elaborate.



The Kanien'kéha pronominal system distin-
guishes person (/st, 2nd, 3rd) and number (singular,
dual, plural). /st person dual and plural pronomi-
nal prefixes also mark for inclusivity of the listener
(e.g. teni- (you and I) vs. iakeni- (someone and I)).
There are three gender choices: masculine, fem-
inine/indefinite (the indefinite pronominal prefix
is identical to feminine across the pronominal pre-
fix system) and feminine/zoic (referring to some
female persons and animals).

Annotating person, number, gender and inclu-
sivity categories within the UniMorph framework
is straight-forward. The only thing worth noting
is the distinction between the transitive and the
quasi-intransitive verbs. Recall that intransitive
verbs in Kanien'kéha can 1) truly take one seman-
tic argument as in tehardhtats (’he runs’) or 2) they
can denote a relationship between an animate and
inanimate entity as in wahahni:non’ ("he bought
(it, something)’). For intransitive verbs we only
annotate the agent (or the patient), but we do not
explicitly annotate the implicit participant (it). For
transitive pronominal prefixes we annotate both the
agent and the patient.

6.3 Tense-related features

When looking at the verb conjugator Kawennén:nis
and at the instructional texts for Kanien'kéha im-
mersion courses we often see the term tense. Yet,
the notion of tense in Kanien'kéha is quite differ-
ent and the terminology is influenced by the fact
that most teachers and students are L1 speakers of
English rather than by the intrinsic semantics of
Kanien'kéha.

Tense refers to the relationship between the time
of utterance (TU) and topic time (TT) with other
refinements possible (Reichenbach, 1947; Klein,
1994). However, in Kanien'kéha the meaning of
tense is intertwined with the meaning of mood-
related categories of realis and irrealis. So what
we refer to as the past tense, in Kanien'kéha is
closer to the marker of something having happened
for sure; present time - happening at the time of
utterance; future tenses refer to likely events in
the future and optative constructions - to possible
future events.
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(8) ie'nikhons
ie-'nikhon-hs
she/someone/they-sew-habitual
FI.A-sew-HAB
‘she sews it (either habitually or right now)’
(9) enie'nikhon’
en-ie-'nikhon-'
will-she/someone/they-sew-punctual
FUT-FI.A-sew-PUNC
‘She will sew it (definitely)’
(10) wa'e'nikhon’
wa’-ie-nikhon-’
did-she/someone/they-sew-punctual
FACT-FI.A-sew-PUNC
‘She sewed, she did sew it (it is a fact)’
(11) aie'nikhon’

a-ie '-nikhon-'
should-she/someone/they-sew-punctual
OPT-FI.A-sew-PUNC

‘She should, might, or ought to sew it’

Our dataset contains two tenses that we label
as past: 1) punctual factual and 2) habitual with
former past.

Verbs with explicit markers of ‘future’ are la-
belled as future tense (FUT) and those with former
past suffix -kwe’ as past tense (PST). We do not
explicitly label what most students think of the
present tense.

6.4 Aspect-related features

The situation with aspect is no less complicated.
The notion of aspect is based on the relationship
between Time of Situation (TSit) and Topic Time
(TT) (Reichenbach, 1947; Klein, 1994). The Uni-
Morph schema also defines aspect as the relation-
ship between the time for which a claim is made
(TT) and the time for which a situation actually
held true (TSit) (Sylak-Glassman, 2016) (page 13).

Linguistic literature on Kanien'kéha (Beaty,
1974; Bonvillain, 1973; Price et al., 2011; Mar-
tin, 2023) varies somewhat in their labelling and
the number of aspects. Recent work (Price et al.,
2011; Martin, 2023) agrees on distinguishing three



aspects: Imperfective (a.k.a. Habitual), Punctual
(a.k.a. Perfective) and Stative, plus Imperative
(which is marked by the absence of any aspectual
information).

These categories are neither orthogonal nor par-
allel to the UniMorph labels which are Imperfec-
tive, Perfective, Perfect, Progressive, Prospective,
Iterative, Habitual.

In Kanien'kéha, the Habitual aspect can denote
three possible cases 1) Habitual occupation or pro-
fession 2) Daily recurring activity and 3) An event
occurring at the moment of speech.

For example the verb ie'nikhons in Example 8
can be translated as 1) She is a seamstress 2) She
sews (regularly) or 3) She is sewing right now.

We decided to label the Habitual aspect in
Kanien'kéha using the UniMorph Imperfective la-
bel (IPFV), e.g. Example 8.

Punctual aspect can be combined with factual
(Example 10), future (Example 9) or optative con-
structions (Example 11). It denotes actions that
are viewed as complete events and approximately
corresponds to Perfective aspect in UniMorph. We
label constructions in punctual aspect as perfec-
tive using the UniMorph schema (PFV). Punctual
factual constructions usually are translated as past
tense, as in the Example 10 yet it is not truly a tense.
Factual wa’- is a mood marker and the emphasis is
on factuality and certainty, not tense (however, it is
commonly translated as Simple Past into English).

Progressive meaning in Kanien’kéha is some-
times expressed with the habitual aspect, as in
ie’nikhons: (‘she is sewing’) in Example 8 and
sometimes with the stative aspect, as in wakat-
shenon:ni (‘I am happy’) in Example 12. There
seems to be a correlation with the notions of accom-
plishment versus activity, but this varies so much
that the distribution has to be learned for each verb.
For Stative constructions, we define a language-
specific label. (The stative also can convey the
equivalent of the English perfect, as in Example
13, tewakta:on’ ‘I have stopped’. We use the Uni-
Morph label Perfect (PFV) for such cases.)

(12)  wakatshennon:ni
wak-atshennonni-¢
I-happy-stative
1SGP-happy-STAT

"I am happy’
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tewakta:'on

te-wak-t-a-’-on
two-I-stand-link-become-stative
DUP-1SGP-stand—JR-INCH-STAT

(13)

’I have stood up, I have stopped’

Two types of constructions that do not fit into the
UniMorph dimensions are Perfect Progressive and
Habitual Continuative constructions.

(14) iako’nikhontie’
iako-"nikhon-g-tie'
she-sew-stative-progressive
FI.P-sew-STAT-PROG

’She is sewing it (while moving along in
space and or in time)’

enie'nikhonhseke'
en-ie-'nikhon-hs-eke'
will-she-sew-habitual-continuative
FUT-FI.P-sew-HAB-CONT

(15)

’She will keep on sewing it’

The semantics of the Perfect Progressive in
Kanien'kéha does not fit neatly into the aspectual
hierarchy. For Perfect Progressive the semantic
component of motion is as important as that of
continuity, see Example 14. We define a language-
specific feature for this type of constructions. Ha-
bitual continuative tenses (optative and future) em-
phasize events with duration, as in Example 15.
Yet the markers seem to be formal elements that
convey the usual semantics of habitual. We do not
add a feature for these constructions.

6.5 Mood-related features

We annotate three possible feature values for the
Mood dimension: Imperative (IMP) for commands,
Irrealis (IRR) for optative constructions, and Realis
(REAL) for past tense and factual constructions.

6.6 Finiteness features

In our annotation we annotate Perfect and Perfect
Optative tenses as Finite (FIN). We do not explic-
itly mark Nonfinite constructions.

6.7 Deixis features

Deixis is a linguistic mechanism for referring to a
location, entity or time within a given context. For



instance, the use of words such as this, that, here,
then, etc. are examples of deixis.

Kanien'kéha verbs can take on non-modal pre-
pronominal prefixes that have deictic properties:

entkontaweia’te’
en-t-kon-ataweia’t-e’
will-here-they-enter-punctual
FUT-CIS-FZPLA-enter-PUNC

(16)

"they will come in, they will enter (here)’

(17) ienkontdweia’te’
i-en-kon-ataweia’t-e’
there-will-they-enter-punctual

TRANS-FUT-FZPLA-enter-PUNC

"they will go in, they will enter (there)’

We define two language specific features to ad-
dress such cislocative (Example 16) and transloca-
tive (Example 17) constructions.

The same morphological slot can be occupied
by a number of other semantic prefixes that are
not diectic in nature. Nevertheless, we list them in
this section. The TE prefix is a dualic prefix that
denotes various pair-wise relationships. The NI/
prefix is a partitive prefix that has several meanings:
quantitative, intensity or location. There is also
the S prefix denoting repetition. We defined three
language specific tags to denote the meaning of
these prefixes.

tesewakwdthon
te-sewa-kwath-on
two-you-hem-stative
DUP-2PLP-hem-STAT

(18)

“you have hemmed it’

(19) naieseniié:renke’
tho n-aie-seni-ier-en-ke'
there  partitive-should-you-do-st

partical PART-OPT-2DUP-do-STAT-CONT

tho

“you should have done that’
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Dataset Accuracy | Edit distance
With stress 64.93 1.28
Unstresed 75.36 0.83

Table 3: Experimental results

(20) ia’tesewakerihwaienta:se’
ia’-te-se-wake-rihw-a-ient-a-’s-¢’
there-two-again-I-issue-link
settle.on.ground-link-for-punctual
TRANS-DUP-REP-1SG-issue-

JR-put.down-JR-BEN-STAT

"I have decided again’

7 Experiments

For our experiments we apply the neural character-
level transformer (Wu et al., 2021) that is used
as a competitive baseline in SIGMORPHON com-
petitions (Nicolai et al., 2023). We use the high-
resource setting and the only parameter we change
from default settings is the batch size, which we
set to 1000°.

The final version of the dataset contains
1,418,893 inflected verb forms. We split them into
training, development and test sets ina 0.7 : 0.1 :
0.2 ratio. The splits are done at the level of in-
dividual verbs: the same verb does not appear in
more than one split (and consequently none of the
conjugated examples are overlapping either). The
exception to this statement are verbs that can be-
have as both transitive and intransitive ones: in
these cases while the stem is the same, the morpho-
logical preferences are different. Because of this
we do not control that such verbs do not appear in
training/development sets and test sets simultane-
ously.

The stress system is a major source of excep-
tions. In addition to placement of stress, it also de-
termines variations in length and tone and whether
some characters are omitted. Because of these chal-
lenges we create a second dataset without stress.
To produce the dataset, we use the output of the
symbolic model before stress rules are applied.

The results are shown in Table 3. As expected,
the task of producing conjugations without stress is
much easier: the system achieves 75.36% accuracy
vs. 64.93% on the stressed dataset.

This follows advice from Wu et al. (2021) who find that
batch size plays a critical size for transformer-based models
of morphology.



Preliminary error analysis suggests that indeed
stress-related errors are common. However the
biggest source of mistakes seems to be changes
in verb stems related to aspect (habitual, punc-
tual, stative and imperatives). This is supported
by opinions of the speakers that aspectual endings
are largely lexicalized with many exceptions from
general loose rules. In the symbolic system used as
the original source of data, four forms are given as
input for each verb stem. The neural system learned
how to generalize those forms, albeit imperfectly.

We hope to address these shortcomings in future
work. Since stress in Kanien'kéha is determined
from the end of the word, in right-to-left fashion,
we expect that applying a right-to-left system such
as that of Canby et al. (2020) may help. Also, we
hope that learning generic rules about orthography
in Kanien'kéha from an existing corpus may im-
prove both stress and aspectual-class related errors.

8 Conclusions

We have described the first dataset for mor-
phological induction for the Iroquoian language
Kanien'kéha. Due to community preferences, the
dataset is not publicly available by default but is
available upon request for research and educational
purposes.

While describing the dataset, we have demon-
strated that the process of mapping ready morpho-
logically segmented data into UniMorph is neither
trivial nor always straight-forward. Some of the
problematic categories, common to other Iroquoian
languages, are tense, aspect, voice and mood. We
have also reported first results of morphological
induction experiments on this dataset.

In the future, we have practical and research di-
rections to consider. We hope to use the results of
experiments to speed up the circular process of im-
proving the symbolic model, extending this dataset
and hopefully eventually exceeding the precision
of the symbolic model.

We also are exploring ways to improve perfor-
mance on this dataset. One such avenue was men-
tioned in Section 7: using a learning model that
considers both left-to-right and right-to-left input
directions. We also would like to look into creating
similar resources for related languages for which
symbolic models already exist, e.g. Oneida (Lu,
2023) and Cherokee’.

7https ://www.yourgrandmotherscherokee.com
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9 Limitations

This work is one small step in the direction
of applying data-driven language technology to
Kanien'kéha. As such, its limitations are plentiful.

The most obvious one is that the dataset cov-
ers only a subset of the language: only active
verbs, and only foundational verbal paradigms. De-
spite the fact that verbs are the most complex and
common part-of-speech in Kanien'kéha, the per-
formance on this dataset may not generalize suffi-
ciently well.

The second limitation is the precision of the
dataset. The source of the dataset is a symbolic
model built by hand and checked by hand. We have
done our best (and continue to do so) to gradually
check the correctness a large part of the conjugated
forms (244 verbs have been manually checked).
Yet, without a doubt some errors remain.

Another limitation is generalizing to other lan-
guages. The UniMorph repository contain a dataset
for one more Iroquoian language - Seneca (Pi-
mentel et al., 2021); it is even more limited in scope
than ours. We would like to create datasets for re-
lated languages, but that is only possible for cases
where there already exist high quality resources.

The fourth, perhaps most crucial limitation is in
the applications of the dataset and of the experimen-
tal results. Kanien'kéha is an endangered language
spoken by several hundred people across several
communities. In this context it is crucial to check
every step for whether a given technology or re-
source helps or hurts the vitality of the language,
or has the potential to do so. It is not immediately
clear how to use this resource especially given con-
cerns about data governance and sovereignty. We
intend to use our results to identify the most diffi-
cult verbs and create a feedback loop. This may or
may not be helpful. We hope others may come up
with better use cases.

Ethics Statement

When working with endangered languages ethical
concerns are paramount. All Indigenous languages
spoken in Canada have a history of language sup-
pression, expropriation and, at times, misuse. In
this historical context unhurried discussions with
the language communities, genuine partnership in
creating resources and software and informed con-
sent are the bare minimum. It is not difficult to
see that this requirement is likely to slow down the
technical side. It is because of these concerns that


https://www.yourgrandmotherscherokee.com

we decided not to release the dataset by default but
to make it available upon request.

Another ethical concern is how creation of a
resource can affect the language - especially in
situations where there are very few or no digital
resources. For Kanien'kéha the writing system is
fairly recent and the orthography is not always con-
sistent. Creation of a resource can influence the
standards of spelling - sometimes incorrectly so.
This is especially dangerous in situations where
few people are confident enough in their spelling
to point out a mistake.
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Acronym Explanation
1 first person
2 second person
3 third person
A agent
BEN benefective
CIS cislocative
CONT continuative
DIST distributive
DU dual
DUP duplicative
FACT factual
FI feminine indefinite
FUT future
FzZ feminine zoic
HAB habitual
INCH inchoative
INCL inclusive
JR joiner vowel, link
M masculine
NS non-singular
OPT optative
P patient
PART partative
PL plural
PROG progressive
PUNC punctual aspect
REP repetetive
SG singular
STAT stative
TRANSL translocative

Table 4: List of acronyms used in linguistic glosses in the examples.
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