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Abstract

This paper proposes a classification model for
single label implicit discourse relation recog-
nition trained on soft-label distributions. It
follows the PDTB 3.0 framework and it was
trained and tested on the DiscoGeM corpus,
where it achieves an F1-score of 51.38 on third-
level sense classification of implicit discourse
relations. We argue that training on soft-label
distributions allows the model to better discern
between more ambiguous discourse relations.

1 Introduction

The Penn Discourse Treebank (PDTB) framework
(Miltsakaki et al., 2004; Prasad et al., 2008) defines
36 discourse relation senses organized hierarchi-
cally according to three levels of sense granularity
(Prasad et al., 2019). Being able to correctly recog-
nize these discourse relations in a text is of great
importance for many downstream NLP tasks.

While current explicit discourse relation recogni-
tion (EDRR) models can already obtain F1-scores
of 90.22 (Xue et al., 2016) when considering the
second-level sense, the task of implicit discourse
relation recognition (IDRR) remains arguably the
hardest task in discourse analysis with state-of-the-
art models reaching F1-scores of 55.26 (Liu and
Strube, 2023) at the second-level sense. The gap in
performance between the two tasks stems from the
inherently subjective nature of IDRR, where even
trained expert human annotators find it difficult to
agree on the sense annotation of implicit discourse
relations (Rohde et al., 2016; Hoek et al., 2021).

The difficulty in IDRR is evidenced by the inter-
annotator agreement on different corpora. While
we do not have access to the inter-annotator agree-
ment of the last version of the PDTB 3.0 corpus
(Prasad et al., 2019), the agreement at the third-
level sense of PDTB 2.0 (Prasad et al., 2008) was
of 80% - which also includes the easier to anno-
tate explicit relations (45.6% of the entire corpus).

Moreover, 1,075 (4.93%) of the 21,827 implicit dis-
course relations on the PDTB 3.0 corpus were an-
notated with two senses since the annotators could
not agree on a single sense. This difficulty is also
highlighted in the DiscoGeM corpus (Scholman
et al., 2022a), where the inter-annotator agreement
at the implicit third-level sense was 60%. However,
if we allow implicit relations to convey multiple
senses depending on the interpretation of the reader,
disagreements do not necessarily indicate inaccu-
racies in labeling (Aroyo and Welty, 2013; Pavlick
and Kwiatkowski, 2019; Jiang and de Marneffe,
2022). In fact, it might be helpful in downstream
NLP applications to have a distribution of multiple
interpretations for ambiguous texts (Basile et al.,
2021; Pyatkin et al., 2023).

In this paper, we propose a single label implicit
discourse relation recognition model trained on
soft-label distributions. The model follows the
annotation guidelines of PDTB 3.0 (Prasad et al.,
2019) and was trained and tested on the DiscoGeM
corpus (Scholman et al., 2022a). We argue that
training on soft-label distributions allows the IDRR
model to better generalize and discern between
the possible multiple interpretations of more am-
biguous texts. Our model reaches an F1-score of
51.38 on third-level sense classification of implicit
discourse relations in the DiscoGeM corpus (Schol-
man et al., 2022a) while state-of-the-art IDRR mod-
els (Liu and Strube, 2023) achieve an F1-score of
55.26 on second-level sense classification in the
PDTB 3.0 corpus (Prasad et al., 2019).

2 Previous Work

In recent years, different models have tried to lever-
age the power of language models either through
fine-tuning (Long and Webber, 2022; Liu and
Strube, 2023) or prompt-tuning (Zhao et al., 2023;
Chan et al., 2023) to face the challenging task of
IDRR. So far, these efforts have relied on the prin-
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ciple that there should be a single sense in the inter-
pretation of implicit discourse relations. However,
IDRR is an inherently ambiguous task even for ex-
pert human annotators (Pavlick and Kwiatkowski,
2019; Jiang and de Marneffe, 2022).

Acknowledging the importance of including
sources of ambiguity in human inference in the
evaluation of natural language processing tasks led
to a recent paradigm shift in discourse annotation.
Rather than relying on expert annotators to find a
single label for each implicit relation, recent annota-
tion efforts (Yung et al., 2019; Pyatkin et al., 2020;
Scholman et al., 2022a,b; Pyatkin et al., 2023) have
crowdsourced this task to multiple workers in order
to capture the possible multiple interpretations of
more ambiguous relations.

The idea that discourse annotation can often be
ambiguous is not new (Stede, 2008) and had al-
ready been highlighted by Huber et al. (2021) at
the nuclear level of the RST framework (Mann
and Thompson, 1988). In their work, Huber et al.
(2021) proposed a weighted approach to the anno-
tation of nuclearity in discourse relations following
the RST framework where, similarly to the PDTB
framework, a consensual annotation is hard to ob-
tain (Demberg et al., 2019; Costa et al., 2023).

3 Dataset

In this work we used the DiscoGeM corpus (Schol-
man et al., 2022a) to train and test our IDRR clas-
sification model. The corpus contains 6,505 inter-
sentential implicit discourse relations following the
PDTB 3.0 annotation guidelines distributed across
three different genres: 2,800 implicit discourse re-
lations in political texts, 3,060 in literary texts and
645 in encyclopedic texts.

Rather than relying on a few trained annotators
to find a sense label for each implicit discourse
relation, the DiscoGeM corpus crowdsourced the
annotation of each relation to multiple participants
which allowed to capture a distribution of labels
for each relation. Participants were asked to insert
a discourse connective between the two arguments
of each relation and the authors then inferred the
associated sense label from the third-level senses
in the PDTB 3.0 (Prasad et al., 2019). Through
this method, Scholman et al. (2022a) were able to
collect 65,863 annotations from 199 participants
for a total of 6,505 implicit discourse relations.

3.1 Data Preparation

We generated two datasets based on the DiscoGeM
corpus (Scholman et al., 2022a): one containing the
arguments and the sense distribution of each dis-
course relation and one containing the arguments
as well as their context (the adjacent text before
and after each argument). We used the arguments
(with or without context) as the input of our model
and the sense distribution as the target values to cal-
culate the soft cross-entropy loss. Figure 1 shows
the character length distribution of both datasets.

Figure 1: Distribution of character length size of the
arguments of the discourse relations in the DiscoGeM
corpus with and without additional textual context.

The dataset containing only the arguments
(ARG1+ARG2) has an average length of 245 char-
acters and the dataset including the context of the
arguments (ARG1+ARG2 with context) has an av-
erage length of 531 characters. To ensure a bal-
anced distribution of senses in the training and eval-
uation of our model, we determined the sense with
the highest score for each discourse relation and
then split both datasets equally while preserving
the same distribution of majority-senses in train-
ing and testing. Figure 2 shows the majority-sense
distribution of both datasets, after splitting 80%
(5,204) of the 6,505 implicit discourse relations for
training and 20% (1,301) for testing.

Note that the DiscoGeM corpus (Scholman et al.,
2022a) was annotated only with 27 of the 36 third-
level senses in the PDTB 3.0 (Prasad et al., 2019).
The BELIEF and SPEECHACT senses were not in-
cluded in the annotation process. However, as Fig-
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Figure 2: Distribution of the majority-sense labels in
the training and testing splits of both our datasets.

ure 2 shows, not all of the 27 senses occurred in
the annotated texts.

4 Classification Model

Similarly to the current state-of-the-art model in
IDRR (Liu and Strube, 2023), we based our classi-
fication model on the bidirectional RoBERTa-base
(Liu et al., 2019) language model. We fine-tuned
the sequence classification model from Hugging
Face1 with a single classification layer using a
soft cross-entropy loss with a mean reduction over
batches to allow training with soft-label distribu-
tions and we optimized our model using the Adam
method (Kingma and Ba, 2015). We then inferred
the single label sense of each discourse relation
at the evaluation stage from the element with the
highest score at the output of the model. All of the

1https://huggingface.co/docs/transformers/
model_doc/roberta

code used in this paper can be found on GitHub2.

4.1 Fine-Tuning

To optimize our model for the present task, we con-
ducted a series of experiments with different hyper-
parameters to determine the configuration which
yielded better results. We did not, however, exper-
iment with different values for the beta terms in
the Adam optimizer. Instead, we used the recom-
mended values for fine-tuning RoBERTa (Liu et al.,
2019): β1 = 0.9 and β2 = 0.98. Table 1 shows the
impact of training the model with different epochs
(EP) and batch sizes (BS), while keeping a constant
learning rate (γ = 1e−5) and no decay (λ = 0). In
these experiments we considered only the dataset
made of the arguments of the discourse relations
(see ARG1+ARG2 in Figure 1).

Hyperparameters F1 Precision Recall

EP: 10 / BS: 16 49.98 49.55 51.35
EP: 10 / BS: 32 50.91 50.62 51.58
EP: 10 / BS: 64 51.38 51.54 52.19
EP: 20 / BS: 64 50.59 50.67 51.04

Table 1: Evaluation of our model with different epochs
(EP) and batch sizes (BS), while keeping a constant
learning rate (γ = 1e−5) and no decay (λ = 0).

The values highlighted in bold in Table 1 show
the best configuration on the test split: EP = 10
and BS = 64. For smaller batch sizes and higher
epochs, the model performed better in training but
worst in testing. Given the relatively small dataset,
these configurations might have been more prone to
over-fitting. Keeping the optimal number of epochs
and batch size, in Table 2 we studied the influence
of different learning rates (γ) and the impact of
introducing a linear decay (λ) in the performance
of the model.

The values highlighted in bold in Table 2 show
the best configuration on the test split: γ = 1e−5

and λ = 0. Similarly to the number of epochs
and batch sizes, higher learning rates led to better
results in training but worst in testing. The same
phenomenon occurred with the introduction of the
linear decay rate. This hints at the susceptibility
of the model to over-fitting and emphasizes the
importance of carefully selecting hyperparameters
to ensure better generalization.

2https://github.com/CLaC-Lab/
Implicit-Discourse-Relation-Recognition

122

https://huggingface.co/docs/transformers/model_doc/roberta
https://huggingface.co/docs/transformers/model_doc/roberta
https://github.com/CLaC-Lab/Implicit-Discourse-Relation-Recognition
https://github.com/CLaC-Lab/Implicit-Discourse-Relation-Recognition


Hyperparameters F1 Precision Recall

γ: 5e-5 / λ: 0.0 48.77 49.91 49.42
γ: 2e-5 / λ: 0.0 49.43 49.64 50.88
γ: 1e-5 / λ: 0.0 51.38 51.54 52.19
γ: 1e-5 / λ: 0.1 49.67 50.78 50.73

Table 2: Evaluation of our model with different learning
rates (γ) and with decay (λ), for 10 epochs and a batch
size of 64.

5 Results and Analysis

Having selected the optimal hyperparameter con-
figuration (EP = 10, BS = 64, γ = 1e−5 and
λ = 0), we applied our classification model to
the task of IDRR under two different settings. In
the first setting we considered only the arguments
of the discourse relations as input to our model,
while in the second setting we also took into con-
sideration their adjacent textual context. In both
settings, the model outputs a soft-label distribution
over the possible third-level senses in the PDTB
3.0 (Prasad et al., 2019), from which the sense with
the highest score is selected and evaluated against
the respective majority-sense from the DiscoGeM
corpus (Scholman et al., 2022a). Table 3 presents
the results of our model under both settings.

Input F1 Precision Recall

ARG1+ARG2 51.38 51.54 52.19
ARG1+ARG2 (with context) 43.67 43.22 45.43

Table 3: Results of third-level sense classification of
implicit discourse relations considering the arguments
without and with additional textual context.

As indicated in Section 3.1, our model is based
on the RoBERTa (Liu et al., 2019) language model,
whose maximum input length size is 512. How-
ever, the average length of the input with context
is 531 characters, while the average length of the
input without context is 245 characters (see Fig-
ure 1). The results in Table 3 indicate that the extra
contextual information gain does not outweigh the
information lost to truncation, as we obtain higher
scores on all metrics for the shorter inputs without
context. We include the confusion matrix of the
output of our model without context in Table 4 of
Appendix A.

Although we did not test our model directly on
the PDTB 3.0 corpus (Prasad et al., 2019), our

results suggest the benefits of training IDRR clas-
sification models on soft-label distributions. Our
model obtained an F1-score of 51.38 on a subset
of the DiscoGeM corpus (Scholman et al., 2022a),
while the current best model in IDRR (Liu and
Strube, 2023) obtained an F1-score of 55.26 on a
subset of the PDTB 3.0 corpus (Prasad et al., 2019).
In their work, Pyatkin et al. (2023) obtained an
accuracy of 41% on a subset of the PDTB 3.0 cor-
pus when training their model on the union of the
DiscoGeM and the QADiscourse (Pyatkin et al.,
2020) corpora.

6 Conclusion

In this paper we proposed a single label implicit dis-
course relation recognition model trained on soft-
label distributions from the DiscoGeM corpus and
evaluated it on single label classification to allow an
easier comparison against existing state-of-the-art
IDRR models. We obtained an F1-score of 51.38
on third-level sense classification of implicit dis-
course relations on the DiscoGeM corpus following
the PDTB 3.0 annotation guidelines. Our results
hint at the possible benefits of training IDRR clas-
sification models on soft-label distributions to help
generalize and discern between possible multiple
interpretations of ambiguous texts.

7 Limitations and Future Work

In this work we trained and evaluated our model
using only the DiscoGeM corpus. Although the
training was done using soft-labels, the evaluation
considered only single labels. We would now like
to evaluate the performance of our model also on
the soft-label prediction task itself using soft evalu-
ation metrics. In addition, since most state-of-the-
art IDRR models are trained and evaluated on the
PDTB 3.0 corpus, we would also like to evaluate
the performance of our model on single label clas-
sification using the PDTB 3.0 corpus. This would
allow us to draw a direct comparison between our
approach and other existing IDRR models.

Finally, our proposed classification model con-
sists of a rather simple configuration of the
RoBERTa-base model with a sequential classifi-
cation layer on top. In future work, we would like
to explore more elaborate model configurations.
We would also like to train our model on the tra-
ditional single label IDRR classification task and
use it as a baseline to evaluate the true potential of
training our model on soft-labels.
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A Appendix - Confusion Matrix
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SYNCHRONOUS 0 2 0 0 1 0 0 0 0 0 0 0 1 0 0 6 0 0 0 0 0 0 0 0 0 0 0 0 0

PRECEDENCE 2 66 0 1 20 0 0 0 0 0 0 0 0 0 0 13 0 0 0 0 8 0 0 0 0 0 0 0 0

SUCCESSION 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0

REASON 0 0 0 48 11 0 0 0 0 0 0 0 2 3 0 12 0 0 1 0 12 0 0 0 0 0 0 0 0

RESULT 0 22 0 20 245 0 0 0 0 0 0 0 0 23 2 0 63 0 0 8 0 31 0 0 0 0 0 0 0

ARG1-AS-COND 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

ARG2-AS-COND 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

ARG1-AS-NEGCOND 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

ARG2-AS-NEGCOND 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

ARG1-AS-GOAL 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

ARG2-AS-GOAL 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

ARG1-AS-DENIER 0 0 0 3 2 0 0 0 0 0 0 2 3 0 0 6 0 0 0 4 0 0 0 0 0 0 0 0 0

ARG2-AS-DENIER 0 0 0 1 11 0 0 0 0 0 0 1 19 1 0 12 0 0 1 0 3 0 0 0 0 0 0 0 0

CONTRAST 0 1 0 6 4 0 0 0 0 0 0 1 2 3 0 10 0 0 0 0 1 0 0 0 0 0 0 0 0

SIMILARITY 0 0 0 0 2 0 0 0 0 0 0 0 0 0 0 7 0 0 0 0 1 0 0 0 0 0 0 0 0

CONJUNCTION 0 17 0 24 46 0 0 0 0 0 0 3 11 1 0 187 0 0 5 0 31 0 0 0 0 0 0 0 0

DISJUNCTION 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

ARG1-AS-INSTANCE 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

ARG2-AS-INSTANCE 0 2 0 6 4 0 0 0 0 0 0 0 0 0 0 11 0 0 21 0 11 0 0 0 0 0 0 0 0

ARG1-AS-DETAIL 0 0 0 3 3 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 2 0 0 0 0 0 0 0 0

ARG2-AS-DETAIL 0 1 0 21 16 0 0 0 0 0 0 1 1 0 0 37 0 0 5 0 88 0 0 0 0 0 0 0 0

EQUIVALENCE 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

ARG1-AS-MANNER 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

ARG2-AS-MANNER 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

ARG1-AS-EXCEPTION 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

ARG2-AS-EXCEPTION 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

ARG2-AS-SUBSTITUTION 0 0 0 0 2 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

DIFFERENT-CONN 0 1 0 2 2 0 0 0 0 0 0 0 0 0 0 2 0 0 0 0 1 0 0 0 0 0 0 0 0

NOREL 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

Table 4: Confusion matrix for the majority third-level sense classification of implicit discourse relations considering
only the arguments without the context of the relation as input. Color gradients are calculated at the target level
(row-wise).
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