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Abstract

This paper presents our approach to the
CLPsych 2024 shared task: utilizing large
language models (LLMs) for finding support-
ing evidence about an individual’s suicide risk
level in Reddit posts. Our framework is con-
structed around an LLM with knowledge self-
generation and output refinement. The knowl-
edge self-generation process produces task-
related knowledge which is generated by the
LLM and leads to accurate risk predictions.
The output refinement process, later, with the
selected best set of LLM-generated knowledge,
refines the outputs by prompting the LLM re-
peatedly with different knowledge instances
interchangeably. We achieved highly competi-
tive results comparing to the top-performance
participants with our official recall of 93.5%,
recall-precision harmonic-mean of 92.3%, and
mean consistency of 96.1%.

1 Introduction

In the unprecedented rapid evolution of large lan-
guage models (LLMs), the ninth workshop on
Computational Linguistics and Clinical Psychol-
ogy (CLPsych 2024) introduced the shared task
of utilizing LL.Ms for finding supporting evidence
about an individual’s suicide risk level in Reddit
posts (Chim et al., 2024). It is evident that re-
cent work on LLMs suggest their potential applica-
tions on clinical tasks such as information extrac-
tion (Agrawal et al., 2022) and question answer-
ing (Singhal et al., 2023).

The CLPsych 2024 shared task uses the same
Reddit dataset as the CLPsych 2019 shared task
(Shing et al., 2018; Zirikly et al., 2019) which con-
sisted of Reddit posts and annotated users’ suicide
risk labels at 4 levels: no risk, low risk, moder-
ate risk, and high (severe) risk. The annotations
were performed by both experts and crowd-source
workers. The CLPsych 2024 shared task focuses
on the expert annotations of users and posts on the
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subreddit ‘r/SuicideWatch’, where users are anno-
tated with risk labels at 3 levels: low risk, moderate
risk or high risk. From the user posts and annota-
tions, the task’s goal is to find supporting evidence
in the form of post highlights and a summarized
evidence given a user. It is important to note that
the ground-truth evidence is not available for the
task participants, so no direct optimization using
ground-truth evidence is possible.

Task Definition. Formally, given a user ¢ who
was assessed with either low risk, moderate risk,
or high risk of committing suicide, a set of their
Reddit posts V;, and their suicide risk assessment
A; in 3 risk levels (low risk, moderate risk, high
risk), the goal is to identify the evidence supporting
the assessment A; in the form of post highlights
and a summary: {H;, S;}.

Overview of Our Approach. Our framework
is constructed around an LLM with knowledge
self-generation and output refinement. Inspired by
MedPrompt (Nori et al., 2023) where using LLM-
generated knowledge of solving a task as a part
of task prompting can help boost the performance
of such task, we ask the LLM to respond with its
knowledge of how to make suicide risk assessment
and find supporting evidence from social media
posts. The best set of LLM-generated knowledge
is selected based on the prediction accuracy. Now
we have output candidates from potential knowl-
edge leading to accurate predictions. We design
an output refinement process to aggregate and re-
fine the output candidates to obtain the final output.
In the refinement process, the LLM is prompted
with interchanging knowledge on the same input
repeatedly, so when finished, we obtained an output
with more agreement among different knowledge
instances. Similar to our idea of output refinement,
Madaan et al. (2023) proposed a self-refinement
process where the output is put back to the same
LLM, albeit the same conversation, to get feedback
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and refined output. Our approach, instead of going
in-depth with one conversation, collectively refines
the output under various input knowledge.

2 Method

2.1 Framework

Our framework is constructed around an LLM
and consists of two stages: 1) knowledge self-
generation, and 2) output refinement. In stage 1
- knowledge self-generation, we ask the LLM to
generate its knowledge of how to handle the task
and use the LLM’s generated responses as a part
of the inputs for finding evidence, i.e. extracting
highlights and generating summaries, and making
suicide risk predictions. We, then, find the best
set of the LLM’s generated knowledge responses
leading to accurate predictions. In stage 2 - output
refinement, with the best set of knowledge, outputs
are aggregated and refined by repeatedly prompt-
ing the LLLM with each instance in the best set of
the generated knowledge until no further change is
observed. Our framework is illustrated in Figure 1.

Stage 1. We sample responses from the LLM to a
knowledge prompt with our pre-defined knowledge
generation instructions 19 asking for the LLM’s
understanding of the task:

K' = giom(19) (1)

and obtain a set of generated knowledge responses
to be used as knowledge inputs: {K"}.

For each user i, we prompt the LLM with knowl-
edge input K, the user’s posts Vj, and our pre-
defined instructions I" for extracting highlights A,
generating a summary S“Zl and making a risk-level
prediction Al as following:

{H], 5, Al} = hum(K' Vi, 1) ()

After that, for each user 7, we select a subset of
knowledge inputs { K} leading to top-k accurate
predictions with the following scoring:

score;(K') = (Lji_y +e)x g Lii_g, 3)
7 z - J
j

where € is a very small positive number to avoid
zero-scoring. It means that given a user, the se-
lected knowledge inputs yield accurate predictions
for that specific user and overall high accuracy for

all users!.

'Tie-breaks are decided by the earlier time order.
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Figure 1: Our framework with and without using
ground-truth assessments, i.e. risk labels, in stage 2
prompts.
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Stage 2. Instead of the user posts V; as in stage 1,
we input the extracted highlights and generated
summaries Ul{flf, S'} aggregated over all {K*}
selected in stage 1, and our pre-defined instruc-
tions I to select new highlights, generate a
new summary and make a new risk-level predic-
tion. The procedure is repeated with newly ex-
tracted/generated highlights/summaries as inputs
for further refinement as following:

{ﬁzlv ng/li}t
= fum(KS | H, 57, ) @)

After each step ¢, we filter out knowledge inputs
with inaccurate predictions flé %+ A;.

We also investigate an alternative procedure of
the refinement process. In addition to the highlights
and summaries, we input the ground-truth risk as-
sessment instead of predicting it as following:

{H],5}
:fICLM(Kl,U{ﬁz?nﬂéz?n}t—hAhIf/)
%)

where our pre-defined instructions I " are for ad-
ditionally using ground-truth risk assessment to
select new highlights and generate a new summary.

We repeat the refinement process until
U, {H™}: U,,{H™};—1 for a maximum
number of iterations T". Let 7 < T be the stopped
iteration, the final set of highlights is |, {H!"},
and the final summary is selected from the sum-
mary candidates {5} using TextRank (Mihalcea
and Tarau, 2004) with BERTScore-F1 (Zhang
et al., 2019) for measuring summary-pair similarity.
As the results, the final set of highlights can be seen
as a stable extraction across different knowledge
inputs, and the final summary can be seen as the
best summary over plausible summaries.

2.2 Experimental Settings

We used the LLM named Mixtral® with the spe-
cific version Mixtral-8x7B-Instruct-v0.1? trained
to follow instructions. We used the original model
weights and didn’t further train the LLM. For ef-
ficient utilization of the LLM, we used the Hug-
gingface transformers library* and loaded the LLM

“https://mistral.ai/news/mixtral-of-experts/

*https://huggingface.co/mistralai/Mixtral-8x7B-Instruct-
v0.1

“https://huggingface.co/
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with 4-bit quantization (Dettmers et al., 2023). The
temperature of the LLM is set to 1 for prompt-
ing knowledge (Equation 1) and is set to O for
finding evidence and making predictions (Equa-
tions 2, 4, and 5). We set top-k = 3 for stage 1.
For the final summary ranking in stage 2, we com-
puted BERTScore-F1 using roberta-large (Liu et al.,
2019).

In stage 1, to obtain the set of knowledge re-
sponses, we prompted the LLLM with instructions
19 as following:

1. “Suppose you are a mental health care pro-
fessional, describe in details steps to assess
suicide risk of a person by reading their public
posts on social media.”

2. “Response” from LLM, which describes ab-
stractly about professional suicide risk analy-
sis.

3. “According to that, what are the cues to look

for where the assessment is one of the 3 levels
of risk (low, moderate, and high). Explain the
cues for each of the level.”

. “Response” from LLM to use as the generated
knowledge response.

In addition to the generated knowledge re-
sponses, we also use manual provided by the shared
task organizer, “aspects to consider” specifically,
as an instruction of the aspects to focus on during
finding evidence.

Other instructions are:

o I": “Firstly, do a step-by-step analysis of the
user posts. Secondly, give a list of extracted
text spans from the TITLE and the BODY,
which serve as evidence for your assessment.
Thirdly, give a summary of the evidence in
less than 100 words. Finally, give your assess-
ment in just one of the three options: low risk,
moderate risk, or high risk.”

If: “Firstly, select all important highlights
linked to the suicide risk level. Secondly, in
less than 100 words, write a summary given
the selected highlights and the above summary
candidates. Finally, give your assessment in
just one of the three options: low risk, moder-
ate risk, or high risk. ”

I": “The mentioned user has been assessed
with a suicide risk level of {risk-level}. Firstly,



select all important highlights linked to the
suicide risk level. Secondly, in less than 100
words, write a summary given the selected
highlights and the above summary candidates.’
Where {risk-level} is filled with the user’s
suicide risk level annotated.

>

For the final submission, we submitted 3 runs
with the following options:

* Run 1: Skipping the refinement process.
The highlights/summaries from stage 1 are
merged/ranked to obtain the final outputs.

* Run 2: Not using ground-truth risk labels as
input of the refinement process (Equation 4).

e Run 3: Using ground-truth risk labels as input
of the refinement process (Equation 5).

3 Results & Discussions

The results are obtained with the metrics briefly
described below.

» Highlights: recall, precision, and recall-
precision harmonic-mean. Recall weighted
by length-ratio of gold highlights vs. submit-
ted highlights is also reported.

* Summary: mean consistency and max con-
tradiction between submitted summary (hy-
pothesis) and gold summary (premise) using
a natural language inference model.

Please refer to the organizer’s paper (Chim et al.,
2024) for the details of the evaluation metrics.

As the official results shown in Table 1, we
achieved a recall of 0.935 (4th rank), a harmonic-
mean of 0.923 (3rd rank) and a mean consistency
of 0.961 (8th rank). The top results are pretty close
with the best recall of 0.944, the best harmonic-
mean of 0.929 and the best mean consistency of
0.979.

In stage 1, we acquired 320 knowledge re-
sponses, averaging 55.4% accuracy in risk predic-
tion, with a peak accuracy of 72.8%. An example
of the responses is shown in Appendix A.

In stage 2, we observed convergence with
stopped iteration 7 not going over 5 and having
an average of 1.4 for run 2 and 1.9 for run 3.

The refinement process helps reduce the length
of extracted highlights from 53% to 32-33%,
which leads to a big improvement of weighted re-
call despite the cost of lower recall (Table 2). The

Team Name Rec HM MeC
CSIRO (baseline) 919 917 -

" DONUTS Colaboratory .872 .907 .942
INF@UoS 850 896 934
LAMA 577 888 964
MHNLP 910 909 873
SBC 907 909 976
SCALAR-NITK 886  .889  .901
SKKU-DSAIL 922 917 970
sophiaADS 944 924 944
SWELL 915 903 973
UniBuc Archaeology 939 914 973
UoS NLP 943 929 966
UZH_CLyp 910 913 979
Xinhai 887 911 958

"ISM (Ours) 935 923 961
Our ranking 4 3 8

Table 1: Official results. Rec: recall, HM: recall-

precision harmonic-mean, MeC: mean consistency.

Run Rec Prec WR HM MeC MaC
1 935 911 .564 923 961 .125
2 910 918 715 913 952 .145
3 904 917 .744 910 957 127

Table 2: Our results for different runs. Rec: recall, Prec:
precision, WR: weighted recall, HM: recall-precision
harmonic-mean, MeC: mean consistency, MaC: maxi-
mum contradiction (lower is better).

process is, however, shown to reduce mean consis-
tency and increase max contradiction. The problem
could be because of the lack of context when using
only highlights to generate a summary.

Although we achieved high (>90%) recall, preci-
sion, and consistency in finding evidence, risk level
classification accuracy is at most 72.8%, a recog-
nizable discrepancy between finding evidence and
matching it with a correct risk level.

4 Conclusion

In the concept of the CLPsych 2024 shared task,
we have constructed a framework for extracting
evidence of suicide risk from Reddit posts with
knowledge-self generation and output refinement
using an LLM. We achieved competitive results
among the top participants. Our future work needs
to focus on improving output refinement, and tack-
ling consistency problems in matching supporting
evidence with risk prediction.
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Limitations

* No guarantee of adequate domain understand-
ing. Mixtral, the LLM used in this paper was
pre-trained on data extracted from the open
Web, which means the model is not guaran-
teed to be trained on high-quality professional
data needed to understand the domain data in
this task.

No guarantee of a strong consistency between
finding evidence and making predictions. Our
framework relies on the prediction accuracy
measurement as a critical part of our evidence
finding mechanism. However, our framework
has no mechanism for checking the consis-
tency between the prediction and the evidence
found.
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A Self-Generated Knowledge Responses

Below is an illustration of knowledge responses in
stage 1. Potentially sensitive contents are omitted.

Sure, I'd be happy to explain the cues
to look for when assessing the level of
suicide risk (low, moderate, or high)
based on a social media post. Here are
some possible cues to look for at each
level:

1. Low Risk:

Cues to look for at this level may
include:

* Expressions of vague or fleeting

suicidal thoughts, such as "I feel [OMIT-
TED]" or "I don’t know [OMITTED]"
* Indirect references to suicide, such

as "I wish [OMITTED]" or "I'm tired
[OMITTED]"

* Ambivalent or inconsistent state-—
ments about wanting to live or die.

* Statements that suggest a willing-
ness to seek help or talk to someone
about their feelings.

* A support system that is actively
engaged and responsive.

2. Moderate Risk:

Cues to look for at this level may
include:

* Specific plans or intentions to com-
mit suicide, such as "I’'ve been thinking
[OMITTED]" or "I've been looking for
[OMITTED] "

* Preparations for suicide, such
as giving away prized possessions or
putting affairs in order.

* A history of previous suicide at-
tempts or self-harm.

* Access to means of suicide,
firearms or medications.

* A lack of social support or a sense
of isolation.

* Statements that suggest a belief
that there is no other way out or no
hope for the future.

3. High Risk:

Cues to look for at this level may
include:

* A specific and imminent plan to
commit suicide, such as "I have a [OMIT-
TED]" or "I'm going to [OMITTED]"

* Recent suicide attempts or self-harm
that required medical attention.

* Active suicidal ideation with a
sense of calm or determination.

* A lack of impulse control or a sense
of hopelessness or desperation.

* Substance abuse or intoxication
that increases the risk of impulsive or
dangerous behavior.

* A lack of social support or a sense
of burdensomeness on others.

It is important to note that these
cues are not exhaustive and may vary
depending on the individual and their
unique circumstances. If you are con-—
cerned about an individual’s suicide
risk, it is important to involve trained

such as

professionals in the assessment and
intervention process.

This knowledge response led to the best risk
prediction accuracy of 72.8%.

B Organizer Manual: Aspects to
Consider

In addition to the generated knowledge responses,
we also use manual provided by the shared task
organizer. Specifically, we input the contents of
“aspects to consider” to the LLM as an instruction
of what to focus on during finding supporting evi-
dence. A part of the “aspects to consider* is:

1. Emotions:
feel?

How does the individual

2. Cognitions: What are the individ-
ual’s thoughts and perceptions about
suicide?

3. Behaviour and Motivation: What are
the individual’s acts or behavior
related to suicide?

4. Interpersonal and social support:
Does the individual have social
support/stable relationships?

5. Metal health-related issues: Con-
sider psychiatric diagnoses associ-
ated with suicide

6. Context/additional risk factors:
socioeconomic and demographic
factors
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