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Abstract

Information extraction from Electronic Health
Records (EHRs) is a crucial task in healthcare,
and the lack of resources and language speci-
ficity pose significant challenges. This study
addresses the limited availability of Italian Nat-
ural Language Processing (NLP) tools for clini-
cal applications and the computational demand
of large language models (LLMs) for training.
We present LlamaMTS, an instruction-tuned
Llama for the Italian language, leveraging the
LoRA technique. It is ensembled with a BERT-
based model to classify EHRs based on the
presence or absence of metastasis in patients
affected by Breast cancer. Through our evalu-
ation analysis, we discovered that LlamaMTS
exhibits superior performance compared to
both zero-shot LLMs and other Italian BERT-
based models specifically fine-tuned on the
same metastatic task. LlamaMTS demonstrates
promising results in resource-constrained en-
vironments, offering a practical solution for
information extraction from Italian EHRs in
oncology, potentially improving patient care
and outcomes.

1 Introduction

Electronic health records (EHRs) represent the prin-
cipal data source for hospital centers, housing in-
valuable information regarding medical histories,
treatments, examinations, disease progression and
symptoms of a patient. However, efficiently extract-
ing this data with high accuracy and minimal com-
putational resources presents a growing challenge,
particularly in the context of the Italian language.
While solutions specialized in the clinical domain
are readily available for the English language (Lee
et al., 2020; Luo et al., 2022; Labrak et al., 2024;
Wang et al., 2024), the exploration of similar solu-
tions for the Italian language remains limited, with
only a handful of alternatives (Buonocore et al.,
2023). Consequently, our objective is to investigate

novel approaches that could be implemented in
real-world clinical contexts, to extract specific out-
comes from Italian textual data. For this purpose,
we searched for methods that enable fine-tuning
of large language models for specific tasks while
minimizing computational resource consumption.
Recent studies have showcased the effectiveness
of implementing instruction-tuning on pre-trained
large language models (Wei et al., 2021; Chung
et al., 2022; Liu et al., 2024; Wang et al., 2022),
also leveraging techniques such as LoRA (Hu et al.,
2022). Through this approach, the number of train-
able parameters is reduced, and the model is trained
to respond to specific instructions provided during
training.

In this paper, we introduce LlamaMTS (Figure
1), a fine-tuned Llama model, through the LoRA
instruction tuning technique. Our model is de-
signed to identify the presence of tumoral metas-
tasis by analyzing EHRs from patients diagnosed
with breast cancer. Llama was fine-tuned by us-
ing as base model Camoscio (Santilli and Rodolà,
2023), which is a Llama adapter for the Italian
language, trained on the Italian translation of the
Stanford Alpaca Dataset (Taori et al., 2023). To
further enhance model performance, we employed
an ensemble approach by incorporating a BERT-
based model fine-tuned on the same classification
task. Additionally, to allow the model to learn from
entire EHRs (which may exceed the maximum to-
ken limit allowed by Llama during training), we
implemented text summarization on both the train-
ing and testing datasets. This enabled information
extraction from shorter and more concise texts, re-
ducing the noise that long texts may cause.

To evaluate LlamaMTS performances, we com-
pare it with several benchmarks, exploring zero-
shot LLMs configurations and fine-tuning known
BERT-based model for text classification. Re-
sults show that our approach, which leverages
instruction-tuning and model ensembling, outper-
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Figure 1: LlamaMTS framework

forms all the other baselines on our metastatic clas-
sification task.

2 Background

2.1 Clinical Text Classification

In the Italian language domain, the availability of
pre-trained language models for text classification,
especially in the clinical field, is currently lim-
ited. Notable mentions include BioBit, MedBit
and MedBIT-r3-plus, which are different versions
of pre-trainings on Italian clinical texts, proposed
by Buonocore et al. (2023). In particular, BioBit
relies on Italian translations of PubMed abstracts,
MedBit is trained on medical textbooks originally
written in Italian, while MedBIT-r3-plus is trained
on Italian textbooks augmented with web-crawled
data. Other works for the Italian language of inter-
est for our study are: AlBERTo (Polignano et al.,
2019), an Italian version of BERT (Devlin et al.,
2018) trained on Italian tweets, GePpeTto (De Mat-
tei et al., 2020), an Italian fine-tune version of
GPT-2 base (117 million parameters), IT5 (Sarti
and Nissim, 2022), a T5 model tailored for Italian
and BART-IT (La Quatra and Cagliero, 2022), an
Italian variant of BART (Lewis et al., 2019). Fi-
nally Abdaoui et al. (2020) proposed a set of multi-
lingual models (including the Italian language), pre-
trained on a reduced number of parameters.

2.2 Instruction Tuning

Recent works demonstrated the efficacy of imple-
menting instruction-tuning on a pre-trained large
language model, to increase the downstream per-
formances (Wei et al., 2021; Chung et al., 2022;
Liu et al., 2024; Wang et al., 2022). A first step in
this direction was made by Taori et al. (2023), who
presented Stanford Alpaca, an instruction-tuned
version of Llama in the English language. Follow-
ing this approach, further instruction-tuned Llama
models have been trained with LoRA (Hu et al.,
2022), as the English Alpaca Lora (Wang, 2023),
the Portuguese Cabrita (Larcher et al., 2023) and
the Italian Camoscio (Santilli and Rodolà, 2023).
In addition to Camoscio, Bacciu et al. (2023) pre-
sented Fauno, a language model trained on a cor-
pus of self-chat performed by ChatGPT. Compared
to Camoscio, Fauno is a conversational agent for
the Italian language. Similarly, Michael (2023) re-
leased Stambecco, an instruction-tuned version of
LLaMA on a translation to Italian of the GPT-4-
LLM dataset (Peng et al., 2023).

This study is inspired by the approach of Hromei
et al. (2023), implementing the LoRA instruction-
tuning on the Italian Camoscio adapter of Santilli
and Rodolà (2023). In this study, the output is rep-
resented by extremITLLaMa, a fine-tuning on the
EVALITA task (Lai et al., 2023).
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Figure 2: Distribution of metastasis outcome overall the
data, distinguished by set type.

2.3 Ensemble

Ensemble is an approach widely used to improve
model performance in medical applications, espe-
cially in the case of raw data (Nilashi et al., 2022;
Doppala et al., 2022; Dutta et al., 2022) and images
(Khamparia et al., 2020; Tasci et al., 2021). How-
ever, recent works have applied these techniques to
the domain of natural language processing, (Yang
et al., 2023; Abdennour et al., 2023; Chen et al.,
2023; Zhou et al., 2023). In our work, we adopt the
approach of Zhou et al. (2023) which combined the
BERT predictions with the generated tokens of a
large language model to obtain the final ensemble
output. We also compared this with the average
voting approach of Dutta et al. (2022), where the
predicted probability of a class, is a weighted aver-
age over all the models.

3 Method

Our methodology involves 1) the selection of the
data corpus for fine-tuning, 2) The summarization
of EHRs to obtain shorter texts, 3) the instruction
tuning of an existing large language model on the
metastatic classification task and 4) the ensemble of
the obtained instruction-tuned model with a BERT-
based model fine-tuned on the same task.

3.1 Data Corpus

In this study, we used EHRs from a data mart con-
sisting of a collection of structured and textual data
referencing patients diagnosed with Breast Cancer

and being treated at the Italian Gemelli Hospital of
Rome.

We selected all the data sources for extracting
information relating to tumour metastasis. Guided
by a team of physicians, we chose data on clinical
diaries, medical histories, and radio-diagnostic re-
ports, because these texts typically contain past and
current information about the patient’s health status
and examination results. We extract all the relevant
EHRs for this study from the Gemelli Breast data
mart (Marazzi et al., 2021).

3.2 Text Summarization

The EHR length distribution was highly varied and
a large portion of the data would risk not being
fully processed, due to limits in maximum number
of tokens allowed by many large language models.

Additionally, text semantics of clinical reports
can be very complex, with relevant information (in
this case, the presence or absence of metastasis)
not always explicitly reported.

For this reason, we decided to use text summa-
rization methodologies to include data with a rea-
sonable range of tokens, written in a simpler form.

For this purpose, we chose to use Mixtral 8x7B,
a pretrained generative Sparse Mixture of Experts
language model (Jiang et al., 2024), which out-
performs Llama 2 70B (Touvron et al., 2023b) on
many benchmarks. To safeguard the confidential-
ity of clinical reports, we chose to employ locally
executable models like Mixtral, thereby excluding
the use of GPT (Achiam et al., 2023).

Finally, we formulated an Italian prompt meant
to generate a summary of a few words of the in-
put report, retaining all the information relevant
to metastasis. We also provided a list of synony-
mous terminologies as instruction to the model,
ensuring a more accurate topic detection. The final
prompt was written as follows: Dato il seguente
referto, restituisci una sintesi coincisa in lingua
italiana di poche parole, mantenendo tutte le infor-
mazioni inerenti a metastasi, lesioni, noduli, attiv-
ità metabolica o staging: {EHR Text}.

For the implementation of the Mixtral model, we
leveraged the Ollama Python library1.

3.3 Instruction Tuning

During the instruction tuning phase, we leveraged
the Camoscio language model proposed by Santilli
and Rodolà (2023), who fine-tuned the smallest

1https://github.com/ollama/ollama-python
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version of Llama (Touvron et al., 2023a) on the Ital-
ian translation of Alpaca instruction-tuning dataset
(Taori et al., 2023), using the LoRA technique (Hu
et al., 2022). Then, following the methodology
of Hromei et al. (2023), we merged the Camoscio
adapter2 to the original Llama model and fine-tuned
it on our Italian classification task.

The dataset we used has the instruction,
input and output fields, where input contains the
summarized EHRs, the output is the binary infor-
mation about the presence or absence of metastasis,
and the instruction is written as follows: Dato
il seguente referto medico in italiano, indica con 1
presenza di metastasi e con 0 assenza di metastasi.

These fields are then put together, for generat-
ing the final prompt; we used the same prompter
template of Camoscio.

3.4 Ensemble

In order to enhance the final classification perfor-
mance, we adopted an ensemble approach by com-
bining our instruction-tuned LLM, with the BERT-
based model having the best performance among
our experiments.

Our approach takes inspiration from Zhou et al.
(2023), where the final ensemble prediction cor-
responds to the one with the highest confidence
among the two models, as shown in Equation 1.

predENS =

{
predLLM if probLLM > probBERT

predBERT if probLLM < probBERT

(1)

For the BERT-based model, the confidence
probBERT is the prediction probability related to
the predicted class. While for our instruction-tuned
model, we considered pLLM as the predicted prob-
ability of the generated tokens. Thus, the final
ensemble prediction corresponds to the most confi-
dent prediction produced by either the two models.

To compare different methods, we also applied a
further ensemble technique, the average approach
used by Dutta et al. (2022). In this approach, given
M = 2 models and C=2 classes, we considered:
the model output Yj ∈ RC for each jth-model,
and the confidence values Pi ∈ RM for each ith

class with i ∈ {0, 1}. So, the final ensemble confi-
dence for a given class k is defined as a weighted
combination of all the models:

2https://github.com/teelinsan/camoscio

Figure 3: Distribution of Llama tokens for the EHR
data.

P ens
k =

2∑
j=1

Pkj ×Wj

1∑
i=0

2∑
j=1

Pij ×Wj

(2)

In the above equation, Wj is the weight of the
jth classifier. Once we have the output Y ∈ RC ,
which contains the confidence values P ens

i ∈ [0, 1]
computed on the unseen data X , the final prediction
will be the i-class, such that: argmaxiY(X).

4 Experiments

We started by generating the instruction-tuned
model on the metastatic classification task, using
the summarized EHRs as training data.

We then compared the performance of the
instruction-tuned model with several baseline meth-
ods, including BERT-based approaches fine-tuned
on our classification task and large language mod-
els implemented in a zero-shot environment.

Finally, we applied the ensemble techniques be-
tween the instruction-tuned model and the BERT-
based fine-tuned model with the highest perfor-
mance in order to obtain the final LlamaMTS clas-
sifier.
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Model Precision Recall Accuracy AUC F-Score
Zero-Shot LLM
Mixtral 8x7B 92,3 71,6 72,6 74 80,6
LLaMa2 7B 79,8 1 79,8 50 88,7
Camoscio 79,8 1 79,8 50 88,7
BERT-Based Fine-Tuning
dbmdz BERT 84,5 89,5 78,6 62,4 86,9
BioBIT 84,8 86,6 76,7 62,4 85,6
MedBIT 88,7 88 81,5 72 88,4
MedBIT-r3-plus 86,3 85 77,4 66 85,7
mBERT-Ita 85 88 78 63,1 86,4
DistilBERT 84,1 87,3 76,8 61,3 85,7
RoBERTa-Ita 79,5 98,5 78,6 49,3 88
BERT-Tiny-Ita 79,5 98,5 78,6 49,3 88
Instruction Tuning
Instruction-Tuned LlamaMTS 80,2 1 80,4 51,5 89

Table 1: Results of the intruction-tuned LlamaMTS, compared with the zero-shot large language models and the
BERT-based fine-tuning experiments, on the metastatic classification task.

4.1 Data and Summarization

Starting from our selected data corpus, we focused
on a subsample of 1168 EHRs, randomly selected
from three different data sources, clinical diaries,
medical histories, and radio-diagnostic reports.

A total of 168 EHRs (14% of the available data)
were annotated by a team of physicians and used
as the gold standard for the final evaluation. In con-
trast, the remaining 1000 EHRs (86% of the overall
data) were used as a training set for the model fine-
tuning. As shown in Figure 2, the 80% of gold
standards (which corresponds to 134 of the 168
EHRs) were positive to the presence of metastasis,
while training set had the 65% of positive-labeled
samples (that are 647 of the overall 1000 train re-
ports).

We then analyzed the number of tokens in the
final texts, using the model tokenizer. Figure 3
shows that the original EHR data has a median of
938 tokens, with first and third quartiles equal to
577 and 1351 respectively and with a maximum
value that achieves 4453 tokens.

Considering the maximum number of tokens sup-
ported by Llama (2048) (Touvron et al., 2023a), we
adopted approaches to reduce the size of the input
texts used in our instruction-tuning environment.
For this reason, we opted for the text summariza-
tion approach using Mixtral 8 x7B (Jiang et al.,
2024), which returned a summarized version of
the original data, whose tokens’ distribution has
a median of 301.5, with a first and third quartiles

respectively equal to 255 and 360 tokens (as shown
in Figure 3). For privacy reasons, we do not report
practical examples of summaries, but we provide
summary metrics.

4.2 Instruction-Tuned Model

Our first experiment concerns the instruction tun-
ing of the smallest version of Llama (Touvron et al.,
2023a) through the Italian adapter of Santilli and
Rodolà (2023). Following the Camoscio reposi-
tory3, we set up the fine-tuning by first preparing
the input base model. We then merged the adapter
checkpoints with the original Llama model and
then selected 10 epochs for training, using the 1000
summarized clinical texts described in the above
paragraph as inputs. We also set the cutoff length at
the maximum value supported by Llama, i.e. 2048
tokens.

In the inference phase, we forced the maximum
number of generated tokens to 1. We also prefixed
the generation of tokens in order to output binary
values for classification.

The resulting model represents our instruction-
tuned LlamaMTS that will be ensembled with the
best-performing BERT-based model to create the
final LlamaMTS classifier.

4.3 BERT-Based Fine-Tuning

As baseline experiments, we considered several
BERT models available on Hugging Face (Wolf

3https://github.com/teelinsan/camoscio

166



Model Precision Recall Accuracy AUC F-Score
Ensemble Max Method 88,1 88,8 81,5 72,3 88,8
Ensemble AUC-Weighted Avg 88,7 88 81,5 72 88,4
Ensemble F1-Weighted Avg 88,8 88,8 82,1 72,3 88,8

Table 2: Results of the ensemble between the instruction-tuned LlamaMTS and the best BERT-based model. The
third approach, about the F1-Weighted Average, represents our final LlamaMTS classifier.

et al., 2020) for the Italian language, fine-tuning
them on our classification task. The fine-tuning
was performed for 10 epochs and the models we
chose are pre-trained in the Italian language.

We focused on the work of Buonocore et al.
(2023), using their three models (BioBit4, MedBit5

and MedBIT-r3-plus6), which are different versions
of pre-trainings on Italian clinical texts.

Additionally, we explored the work of Abdaoui
et al. (2020), fine-tuning their multilingual models7,
pre-trained on a reduced number of parameters.

Finally, we applied other available models
trained in the Italian language8, for further compar-
isons.

4.4 Zero-Shot LLM

As additional baselines, we considered the classifi-
cation capability of conversational large language
models, forcing the answers to be binary values
(meaning presence or absence of metastasis). We
chose the two best-performing open-source models,
Llama2 (Touvron et al., 2023b) and Mixtral (Jiang
et al., 2024), using the Ollama Python library9,
with a prompt in the Italian language. The prompt
asks to return an integer number for the given task,
where the task is to output a binary value indicating
the presence or absence of metastasis in the given
text. The final prompt was written as follows: ’Per
il seguente task, restituisci solo un numero come
risposta, senza ulteriore testo. Dato il seguente
referto, rispondi con "1" se è indicata presenza
di metastasi, altrimenti rispondi con "0": {EHR
Text}.

Whenever other strings are returned in addition
to the binary output, then a regex search of the de-
sired values is performed on the generated response,
to produce the appropriate binary value.

4IVN-RIN/bioBIT
5IVN-RIN/medBIT
6IVN-RIN/medBIT-r3-plus
7Geotrend/bert-base-it-cased, Geotrend/distilbert-base-it-

cased
8osiria/roberta-base-italian, mascIT/bert-tiny-ita
9https://github.com/ollama/ollama-python

Moreover, to show the advantage of performing
the Llama instruction-tuning, we also applied the
Camoscio checkpoints on the same metastatic clas-
sification task, with the same inference configura-
tion previously discussed for the instruction-tuned
LlamaMTS in subsection 4.2. We chose to focus
just on Llama2, as it was the only version available
in the Ollama library.

4.5 Ensembling Models
The instruction-tuned LlamaMTS was then com-
bined with the best-performing BERT-based fine-
tuned model, to achieve improvements in the final
performance metrics. We implemented two differ-
ent ensemble approaches, as described in subsec-
tion 3.4, and considered the ensemble with the best
performances as our final LlamaMTS classifier.

In the ensemble experiments, we didn’t consider
the LLM-based models, because we couldn’t com-
pute the corresponding predicted probabilities. For
this reason, these models are only used as a baseline
benchmark, for a first comparison of the results.

The ensemble results consist of three experi-
ments, where the first one leverages on the ap-
proach described by Equation 1, while the sec-
ond and the third implementations are based on
Equation 2, using AUC and F-Score as weights
respectively.

4.6 Results and Discussion
Results are measured through the Python Scikit-
Learn package (Pedregosa et al., 2011) by com-
puting the typical scores for classification tasks:
Precision, Recall, Accuracy, F-Score, and AUC.
For the evaluation of the models’ performances,
we focus on the F-Score and on the AUC metrics,
which are typically preferred to Accuracy when the
test set is not perfectly balanced among classes. In
our case, gold standards present the 80% of positive
metastatic samples overall the 168 EHRs.

Table 1 shows that our instruction-tuned Lla-
maMTS presents the best performances in terms
of F-Score, which is 89%. In particular, it presents
good sensitivity, that is approximately 100%, and
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a precision of over the 80%. However, we got an
AUC of 51.5%, which is lower when compared
with the other models. As far as computational
resources are concerned, the Llama instruction-
tuning spent about 6h 57m 47s, by using an Nvidia
RTX 5000 Graphics Processing Unit (GPU) and
16GB of Random Access Memory (RAM).

Among the BERT-based fine-tuned models,
MedBIT shows the best metrics in terms of both
AUC and F-Score, which are equal to 72% and
88.4% respectively. All the BERT-based experi-
ments present F-Scores over 85%, but an AUC that
ranges between 49% and 72%.

With the zero-shot learning of generative large
language models, we got the highest results in
terms of AUC with Mixtral (74%). Llama2 does
not perform well in terms of AUC, that is 50%,
though it has a higher F-Score when compared to
Mixtral, with a value of 88.7%. Moreover, Llama2
and Camoscio present identical results: this sug-
gests that the adaptation of Llama1 to Italian in
Camoscio does not yield superior results compared
to the advancements achieved by Llama2, which
involved pre-training on a larger Italian corpus.

Additionally, Table 2 shows the results for the
three ensemble experiments, performed combin-
ing the instruction-tuned LlamaMTS with the fine-
tuned MedBit. The approach based on the selection
of the highest confident prediction, and the average
approach weighted by the F-Score, present the best
performances, both having AUC and F-Score equal
to 72.3% and 88.8%. Moreover, the F1-average
approach has also a higher accuracy of 82.1% (if
compared to the 81.5% of the first technique). Then
this last method returns the final LlamaMTS classi-
fier, with an AUC that is higher if compared to the
instruction-tuned model and MedBit, and with an F-
Score that is halfway between the values obtained
from the two ensembled models.

5 Conclusions

The instruction-tuning allowed us to specialize an
existing large language model on a medical classi-
fication task in an optimized fine-tuning environ-
ment, using the LoRA approach. Our study shows
that LlamaMTS, which is a fne-tuned LLM using
LoRA, has higher performance metrics when com-
pared to the base model Camoscio and to other
existing approaches that involve conversational
LLMs and BERT-Based checkpoints (Table 1). In-
deed, the instruction-tuned classifier tends to iden-

tify well all the existing positives, even if with
low performances in distinguishing the negative
samples. This is reflected in the high F-score of
89% and the low 51.5% AUC. We then applied
the ensemble technique, combining the classifica-
tion capability of the instruction-tuned model, with
the best-performing BERT-based fine-tuned model.
Thus we obtained our final LlamaMTS classifier,
which outperforms both the models in terms of
AUC, achieving a value of 72.3%, and with an F-
Score of 88.8%, close to that of instruction-tuned
model.

With this work, we extended advanced NLP tech-
niques on clinical EHR data, automating processes
through the usage of powerful language models,
trained in the Italian language, on a specific classi-
fication task, for the extraction of the tumor metas-
tasis information from EHRs. We proposed an
approach that is easily portable to other kinds of
outcomes, for extracting information not neces-
sarily available in a structured format, from tex-
tual EHRs. Furthermore, the instruction-tuning ap-
proach enables fine-tuning large language models
in reasonable time frames, leveraging mid-range
computational resources.

Limitations

While our study presents promising results for
metastasis classification in Breast cancer patients,
several limitations may be investigated in future re-
search. These include the application of the model
to new outcomes beyond metastasis and its adap-
tation to both binary and multi-classification tasks.
Additionally, new work could be focused on testing
the portability of the model by evaluating its perfor-
mance on EHRs from new hospitals. Furthermore,
improvements in model performance could be ex-
plored through extended fine-tuning on additional
epochs and training data.

Ethics Statement

For this study, the use of electronic health records
was essential for training and testing our new tech-
nology. However, these data contain sensitive pa-
tient information and it was fundamental adhering
to strict privacy and confidentiality guidelines. To
this purpose, the dataset used in this paper was
fully de-identified and we received approval from
our institution to conduct the presented research.
Approval protocol number from the relevant Ethics
Committee can be provided on request.
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A Implementation Details

The LlamaMTS model is trained with the LoRA
Parameter-efficient Finetuning technique (Hu et al.,
2022), using the Hugging Face Transformers and
PEFT libraries (Wolf et al., 2020; Mangrulkar et al.,
2022) and the Camoscio repository10. Specifically,
our model is trained for 10 epochs on a desktop
GPU Nvidia RTX 5000 Graphics Processing with
16GB of RAM, on a machine with Ubuntu 20.04.3
LTS. Training is implemented with batches of di-
mension 8 and gradient accumulation to obtain a
final “virtual batch" of 128. The maximum length
used for training is 2048 tokens. The learning rate
is set to 3 x 10-4 with AdamW (Loshchilov and
Hutter, 2018) and a total of 100 warmup steps are
performed. We used a lora_r (i.e., the dimension-
ality of the low-rank update of the matrices) equal
to 16. As base model, we merged the Camoscio
adapter to the LLaMA 7 billion checkpoint11. In
the evaluation we limited the max_new_tokens pa-
rameters to 1, forcing values to be binary through
the prefix_allowed_tokens_fn parameter.

The BERT-based models are fine-tuned by using
10 epochs, 16 batches and a learning rate of 2 x
10-5.

10https://github.com/teelinsan/camoscio
11decapoda-research/llama-7b-hf
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