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Abstract

Across countries, a noteworthy paradigm shift
towards a more sustainable and environmen-
tally responsible economy is underway. How-
ever, this positive transition is accompanied by
an upsurge in greenwashing, where organiza-
tions make exaggerated claims about their envi-
ronmental commitments. To address this chal-
lenge and protect consumers, initiatives have
emerged to substantiate green claims. With the
proliferation of environmental and scientific as-
sertions, a critical need arises for automated
methods to detect and validate these claims at
scale. In this paper, we introduce EnClaim, a
transformer based architecture augmented with
stylistic features for automatically detecting
claims from open web documents and social
media posts. The proposed model considers
various linguistic stylistic features in conjunc-
tion with language models to predict whether
a given statement constitutes a claim. We have
rigorously evaluated the model using multiple
open datasets. Our initial findings indicate
that incorporating stylistic vectors alongside
the BERT-based language model enhances the
overall effectiveness of environmental claim
detection.

1 Introduction

Amid the ongoing climate crisis, a remarkable
shift is taking place towards establishing a more
sustainable and environmentally responsible econ-
omy. This transition is primarily being propelled
by evolving regulations, shifting public sentiments,
and changing attitudes among investors. How-
ever, this promising shift has been accompanied
by a surge in greenwashing, with companies mak-
ing exaggerated claims about their environmen-
tal commitments'. Such environmental advertise-
ments can also mislead consumers due to vague
or false claims, thereby harming brand or product
outcomes. To address this challenge and protect

'See, e.g., The Economist, May 22nd, 2021.

Type | Texts

(0/1)

1 A total population of 6148 is getting the benefit
of safe potable drinking water due to this initia-
tive.

0 Our ambition is to be the preferred energy com-

pany for all stakeholders, and we have a discip-
lined three-phase strategy to meet that ambition.
1 Says GOP primary opponents Glenn Grothman
and Joe Leibham cast a com-promise vote that
cost $788 million in higher electricity costs.

0 Says the Annies List political group supports
third-trimester abortions on demand.

Table 1: Sample textual mentions depicting claim (1)
and not a claim (0)

consumers, initiatives have emerged to substantiate
green claims. With the proliferation of environ-
mental and scientific assertions, there is a pressing
need for automated methods to detect and validate
these claims at scale. This capability can prove
invaluable for policymakers, regulators, journal-
ists, activists, the research community, and an in-
formed public, enabling them to thoroughly assess
and scrutinize environmental and scientific claims
made by companies and thus advance the transition
to a greener company. Consequently, the first step
towards claim validation is to first detect the claims
from a collection of environment-related textual
mentions. For example, Table 1 depicts sample
sentences from the environmental domain. How-
ever, not all of them are making claims. Thus, we
introduce the task of environmental claim detection.
This intriguing task involves classifying sentences
to discern whether they contain environmental and
scientific claims. For the definition of such claims,
we follow the definition provided by the European
Commission (EC), which is, Environmental claims
refer to the practice of suggesting or otherwise cre-
ating the impression (in the context of commercial
communication, marketing or advertising) that a
product or a service is environmentally friendly
(i.e., it has a positive impact on the environment) or
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is less damaging to the environment than competing
goods or services.” To be precise, Environmental
claims are often clearly and concisely articulated at
the sentence level, designed to transparently convey
a company or product’s environmentally friendly
qualities to consumers and stakeholders, and the
said property is utilized to differentiate between
statements that assert a claim and those that don’t.

Recent advancements in large-scale language
models such as transformers, and GPT have in-
fluenced researchers to apply such techniques for
claim detection tasks. The advantage of such tech-
niques lies in the fact that multi-layer neural net-
works can automatically learn complex language
structures. However, such deep neural network
architectures are yet to take into account integral
linguistic factors present in the text, which play
an important role in determining claim-type state-
ments. Moreover, existing approaches to claim
detection seldom consider the deep stylistic fea-
tures embedded within the text that can play an
important role in the classification task

Accordingly, in this paper, we propose a stylis-
tically enhanced transformer-based architecture
for the automatic classification of statements into
“claim” or “not a claim” statements. Our model
considers stylistic feature embeddings along with
the standard transformer-based language model. To
our knowledge, no prior work in this field has in-
vestigated the effectiveness of combining the above
factors for environmental claim detection tasks.
Our preliminary investigation shows that the in-
corporation of stylistic feature vectors along with
the language model does improve the overall per-
formance of the classification model and it is not
only limited to environmental claim detection. Re-
gardless of the dataset, our proposed architecture
empowers claim detection leveraging stylistic fin-
gerprints within sentences.

2 Related Work

A plethora of studies have been done on the
analysis of environmental fake news, and corpo-
rate greenwashing. Recent endeavors on building
computational models include ClimateBERT (We-
bersinke et al., 2022), and ClimateGPT (Vaghefi
et al., 2022), two language models pre-trained on
climate-related text. NLP tasks and datasets in-

’From the Commission Staff Working Document,
Guidance on the implementation/application of Directive

2005/29/EC on Unfair Commercial practices, Brussels, 3 De-
cember 2009 SEC(2009) 1666.
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Figure 1: Model architecture depicting augmented
stylistic and grammatical error categories with trans-
former architecture for the claim detection.

clude climate change topic detection (Varini et al.,
2020) and detecting media stance on global warm-
ing (Luo et al., 2020a). Duong et al. (2022) (Duong
et al., 2022) collect climate change opinions at
scale from social platforms, Al-Rawi et al.(2021)
(Al-Rawi et al., 2021) analyze fake news Tweets
around climate change. In a similar direction Coan
et al. (2021) (Coan et al., 2021) analyze contrarian
claims about climate change and Piskorski et al.,
2022 (Piskorski et al., 2022) explore data augmen-
tation techniques for climate change denial classi-
fication. Further, there exists work on claim veri-
fication of climate change-related claims (Diggel-
mann et al., 2020 (Diggelmann et al., 2020)), de-
tecting media stance on global warming (Luo et al.,
2020 (Luo et al., 2020b)), collecting climate change
opinions at scale from social platforms (Duong
et al.,2022 (Duong et al., 2022)), and finally, the
analysis of regulatory disclosures (Friederich et
al., 2021 (Friederich et al., 2021); Kolbel et al.,
2022 (Kolbel et al., 2020)). Claim spotting is the
task of finding fact-check worthy claims (Arslan
et al., 2020 (Arslan et al., 2020); Atanasova et al.,
2018 (Atanasova et al., 2018); Barron-Cedeno et
al., 2020 (Barron-Cedeno et al., 2020)). Pledge
detection aims to detect pledges made in, for ex-
ample, political campaigns (Subramanian et al.,
2019 (Subramanian et al., 2019); Fornaciari et al.,
2021 (Fornaciari et al., 2021)). To the best of our
knowledge, we have not encountered any approach
that extensively makes use of the deep linguistic
and stylistic factors for the identification of claim-
worthy sentences.

3 The Style Aware Transformer Network

In this section, we will present the style-aware
transformer network that considers different com-
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plex linguistic, grammatical, and stylistic features
associated with a text document connected to a
BERT-based language model network. The over-
all architecture of the model is depicted in Figure
1. We will begin the model architecture by first
explaining about generating the grammatical and
stylistic feature embeddings that will in turn be
used by the transformer architecture.

3.1 Generating Stylistic Vector

Linguistic Inquiry and Word Count is a text analy-
sis program that calculates the percentage of words
in a given text that fall into one or more of over
80 linguistic, psychological, and topical categories
indicating various social, cognitive, and affective
processes. The core of the program is a dictionary
containing words that belong to these categories.
Dictionaries for many languages are available (Pen-
nebaker et al., 2001). Consequently, we have gen-
erated a vector of size 73. The vector represents
the frequency of different categories such as Noun,
Verb, Adjective, Subject Verb Agreement, etc. in a
document. We used the LIWC dictionary published
in 2015 (Pennebaker et al., 2015). LIWC reads a
given text and compares each word in the text to
the list of dictionary words and calculates the per-
centage of total words in the text that match each
of the dictionary categories. Hence, given a text
S, we obtain [z, x2, T3, T4, ..., x73] where each
xi represents the frequency in text .

Apart from the LIWC features, we also introduce
the following three stylistic factors from a text.

3.1.1 Vagueness

Vagueness or uncertainty refers to the quality of
not being clearly expressed, known, described, or
decided. Vagueness in the text means that the
text lacks explicit details. Instead, there are gen-
eralizations and broad judgments used in the text.
We used the tree-BiLSTM-based model for vague-
ness prediction as proposed in the literature (Sinha
et al., 2020). To make parity with the other stylis-
tic scores, we took the inverse of the vagueness
scores. Therefore, a high score will imply that the
document is clearer.

3.1.2 Conviction

Conviction refers to a very strong belief or opinion
of a person. Conviction in the text can represent
whether the author is not nervous or has questions
about his beliefs. A writer with strong convictions
would not take sides and the essay flows in a con-

stant direction rather than bouncing back on con-
trasting sides. We used the Empath library (Fast
et al., 2016) that represents conviction as the pres-
ence of pride, and trust and the absence of timidity,
nervousness, and confusion in a text. We have fol-
lowed the tree-BiLSTM-based model as depicted
by Sinha et al. in 2020 (Sinha et al., 2020).

3.1.3 Commitment

Commitment refers to the act of binding yourself
to a cause because you believe it is right and im-
portant. Commitment in a text means whether the
text displays the commitment of the writer to a
particular point he believes in. Here, commitment
is represented as the presence of optimism, zest,
gain, and achievement in a text. Like the prior two
scores i.e., Vagueness and Conviction, we have
employed the tree-BiLSTM-based model outlined
by Sinha et al. in their 2020 publication (Sinha
et al., 2020).

These three stylistic measures along with the
LIWC scores are then concatenated to obtain a
styled vector of size 76 dimension.

3.2 Model Architecture

We use a pre-trained BERT-base-uncased (Devlin
et al., 2018) to obtain the BERT pooler output
of the text which is the last hidden state of the
[C'LS] token with predefined transformation tanh
activation to give us a 768-size vector. This vec-
tor is then concatenated with the LIWC Vector
of size 73 and Stylistic Features of size 3. The
whole concatenated vector obtained is a vector of
size 844. This 844-size vector is then fully con-
nected to a dense linear layer which gives the out-
put score. We use the Environmental Claim Detec-
tion dataset (Stammbach et al., 2023), Towards Au-
tomatic Green Claim Detection dataset (Woloszyn
etal., 2021) and Scientific Claim Detection Dataset
(Achakulvisut et al., 2019) to train and test our
model. The dataset released by Environmental
Claim Detection consists of text from sustainability
reports, earning calls, and annual reports of listed
companies and annotated 3000 sentences. After
discarding tied annotations, our resulting dataset
contains 2647 examples. For each Dataset, 70%
of the data is used for training and 30% for test-
ing. We train the model for a fixed number of
epochs. To conduct further experiments, first we
have combined all three datasets and then split the
combined dataset so that 70% is used for training
and 30% for testing the trained model. To test any
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model’s ability to detect claims from environmental
domain even if it is trained on a different dataset,
we have trained BERT and EnClaim models us-
ing one dataset and tested them on the other two
datasets.

For the given task of predicting the label of a
document for continuous labels, our goal is to
minimize the root mean squared error (RMSE)
rate(Loshchilov and Hutter, 2017). To achieve that,
we have used the AdamW (Kingma and Ba, 2017)
optimization algorithm while training the BERT
model to minimize the root mean squared error
(RMSE) over the test data. This is represented as:

1

RMSE(s",s) = (% « SN (57— 31)2) :

The model computes the predicted labels /; for
all training essays and then updates the network
parameters such that the mean squared error is min-
imized.

We have set the batch size to 32 for BERT. The
model is trained for 20 epochs with the learning
rate set to 2 * 107°. The max tokens are restricted
here at 200 since it is the limit of the BERT-base
model.

4 Evaluation

4.1 The Dataset

Dataset-ECD: Environmental Claim Detection
Dataset (Stammbach et al., 2023) We have col-
lected the environmental claim dataset available
from (Stammbach et al., 2023). The dataset con-
tains environmental claims made by listed compa-
nies. The authors have collected text from sustain-
ability reports, earning calls, and annual reports
of listed companies and annotated 3000 sentences.
After discarding tied annotations, the final dataset
contains 2647 examples. There are 665 claim state-
ments and 1982 not claim statements.

Dataset-GCC: Green-Claims  Corpus
(Woloszyn et al., 2021) We choose the Automatic
Green Claims Detection corpus consisting of
773 tweets from domains such as cosmetics and
electronics. All the tweets are classified into
two classes "green-claim" and "not green-claim".
For Binary Classification, there are 506 "not
green-claim” and 267 "green-claims". In this
corpus, only tweets with an agreement more
significant than 75% were considered in the final
data set.

Dataset-SCDC: Scientific Claim Detection
Corpus(Achakulvisut et al., 2019) To test the gen-
eralizability of the proposed model, we took a sep-

arate dataset outside the environmental domain.
The dataset includes text extracts from expertly
annotated 11519 claims in biomedical paper ab-
stracts. Here the dataset is labeled into six classes:
"False", "barely-false", "half-true", "pants-fire",
"barely-true", and "True".While doing Experiment-
I, we have assigned [0,0.25), [0.25,0.5), [0.5,0.6),
[0.6,0.75), [0.75,1) and 1 respectively for labels.
For Experiment II and Experiment III, to transform
the dataset into a Binary classification task, claim
scores greater than or equal to 0.5 are assigned 1
and rest as 0 (not a claim). Altogether 6500 sen-
tences are marked as 0 and 4000 are marked as 1
(claim).

4.2 Baseline Models

The pre-trained BE R1p sk model with 12 lay-
ers of self-attention units (Vaswani et al., 2017) is
trained over large publicly available data sets. It can
be fine-tuned with domain-specific texts to improve
downstream processing tasks. In the present paper,
we define the downstream tasks as a classification
of green-claim and not green-claim. Accordingly,
the transformer-based BERT network is fine-tuned
over the given dataset corresponding to the tasks.

Fine-tuning the pre-trained model with training
data from different domains is known to improve
the performance of language processing tasks. Fur-
ther, we set the early stopping of fine-tuning to 800
steps to prevent over-fitting. We use a batch size of
32, a maximum sequence length of 200, and a learn-
ing rate of 2 * 10~ for fine-tuning this model. Fi-
nally, post-processing steps are conducted to align
the BERT output with the concept gold standard,
including handling truncated sentences and word-
pieced tokenization.

To compare the performance of the proposed
architecture, we have used ClimateBERT (We-
bersinke et al., 2022) as a baseline model. As
Dataset-SCDC consists of scientific claims and
is not restricted to Environmental Claims, in
Experiment-II (4.3) and Experiment-III (4.3), we
use BERT-base-uncased (Devlin et al., 2018) as the
baseline model.

4.3 Experiments

Based on the given datasets, we have conducted
three different experiments.

In Experiment-I: We take each of the individual
datasets and divide them into two groups 70% and
30% for training and testing respectively. We have
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performed several experiments to identify the best
model architecture for our task.

In Experiment-II: We have combined all the
datasets and formed a combined annotated corpus
of 15293 documents. We then divide the entire
corpus into 70% and 30% for training and testing
respectively. The entire training set is then used to
evaluate the proposed models. It is worth mention-
ing here that in dataset-SCDC the training set is
prepared in such a way that there are two output
classes, unlike the original 6 classes. Accordingly,
we have modified our neural network architecture
to output the binary classes.

In Experiment-III: We have chosen individual
datasets, trained our models over the chosen dataset
and finally tested them over other datasets. For
example, we have trained our models on the ECD
dataset(Stammbach et al., 2023) and tested the mod-
els using the GCC (Woloszyn et al., 2021) and the
SCDC dataset (Achakulvisut et al., 2019).

When we have used Dataset-SCDC as a training
set, we have also calculated the RMSE Score to
calculate the errors as in SCDC, the sentences are
marked with continuous labels. Therefore, if we do
not convert labels into binary the predicted dataset
output remains continuous. Consequently, RMSE
serves as a superior evaluation metric.

4.4 Fine-tuning Neural Networks on BERT

To implement our proposed architecture, we have
fine-tuned the pre-trained BERT models for all
three experiments with a fully connected layer on
top of the output layer for the classification tasks.
We used the SKlearn library to implement the Mul-
tilayer Perceptron classifiers(Glorot and Bengio,
2010), setting a learning rate of 1075, and tanh as
activation function, adaptive learning rate (Schaul
et al., 2013) and Limited-memory BFGS as opti-
mizer (Zhu et al., 1997), and a maximum number
of 80 epochs, after which we follow the standard
practice of selecting the best model based on devel-
opment holdout data.

4.5 Comparison of Proposed Model
Architecture With LLMs

According to recent research, LLMs have the poten-
tial to outperform numerous transformer designs.
After conducting Experiment-I on Dataset-ECD,
we compared its output to that of LLAMA-2 13B
(Touvron et al., 2023) and Mistral-7B (Jiang et al.,
2023). First, we have evaluated the environmental
claim detection ability of LLAMA-2 using zero-

shot (Wang et al., 2019) and few-shot prompt tech-
niques. Here, we have used the few-shot technique
demonstrated by (Min et al., 2022) and given ex-
amples of two claim sentences and two not-a-claim
sentences as prompt. We have also fine-tuned the
pre-trained Mistral-7B Model with Dataset-ECD
to compare LLM’s ability to perform the domain-
specific task of environmental claim detection with
our proposed architecture. The Mistral-7B outper-
forms the LLAMA-2 34B despite having only 7.3
billion parameters on various benchmarks (Jiang
et al., 2023). Here, we have primarily used trans-
fer learning, with additional modifications such as
quantization and the integration of LoRA adapters
(Dettmers et al., 2023) to fine-tune Mistral. The
training process involves several key steps. The
process begins with loading ECD and processing
it, where each data sample is augmented with a
prompt indicating the task context and the state-
ment to be evaluated for environmental claim de-
tection. Quantization reduces Mistral’s precision
to a lower bit width (from 32-bit to 4-bit), facil-
itating faster computation and reduced memory
usage without significant loss of accuracy. LoRA
adapters are attached to specific layers of the model
to enable fine-grained control and specialization for
the environmental claim detection task. We have
configured the training parameters as follows: the
batch size is set to 8, the optimizer being used is
AdamW (Zhuang et al., 2022), the learning rate is
2% e~ 4, the learning rate scheduler is cosine, the
logging steps are set at 50, the number of train-
ing epochs is set to 50, and the maximum number
of steps is set at 100. These arguments govern
the training loop’s behavior, optimizing model pa-
rameters iteratively to minimize loss and improve
performance. The training loop iterates over the
dataset for a specified number of epochs or steps,
depending on the training argument configuration.

During each iteration, we input a batch of data
samples into the model for forward pass compu-
tation. The model makes predictions for the en-
vironmental claim label for each input statement,
and these predicted labels are then compared with
the actual labels to calculate the loss. The loss is
then used to update the model’s parameters through
backpropagation, adjusting the model’s weights to
minimize prediction errors. To reduce memory us-
age and stabilize training, gradient accumulation
steps are used to accumulate gradients over multi-
ple batches before updating the model parameters.
Additionally, learning rate scheduling dynamically
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adjusts the learning rate during training, typically
decreasing it over time to fine-tune the model’s
convergence. Logging occurs at specific intervals
during training to monitor metrics such as loss,
training progress, and resource usage. Furthermore,
evaluation metrics are calculated periodically to as-
sess the model’s performance on validation data,
providing insight into its generalization ability and
potential overfitting.

5 Results
Dataset-ECD
Model P R F1
BiLSTM-att 0.43 0.39 0.46
CNN+BiLSTM-att  0.47 0.40 0.49
BERT-base 0.49 0.74 0.53
ClimateBERT 0.599 0.72 0.65
EnClaim 0.79 0.865 0.83
Dataset-GCC
Model P R F1
BiLSTM-att 0.69 0.69 0.75
CNN+BiLSTM-att  0.73 0.75 0.78
BERT-base 0.75 0.71 0.77
ClimateBERT 0.902 0.86 0.88
EnClaim 0.96 0.97 0.96
Dataset-SCDC

Model P R F1
BiLSTM-att 0.77 0.78 0.7
CNN+BiLSTM-att  0.77 0.79 0.81
BERTyqse 0.595 0.95 0.73
EnClaim 0.94 0.75 0.84

Table 2: Results of Experiment-I demonstrating Pre-
cision (P), Recall (R), F1 scores (F1) for each model
across the different datasets.

In the case of Experiment-I (ref: Table 2), we
have found that throughout all the target classes the
performance of EnClaim i.e., ClimateBERT+Style
model is significantly higher than the individual
BERT, CNN, and LSTM models. We have also
observed that a combination of such embeddings
has been very effective in capturing solely contex-
tual information. In most of the cases, the com-
bined representation surpasses the performance of
the individual embedding models. Throughout all

Model P R F1

BiLLSTM-att 0.71 0.73 0.75
CNN+BiLSTM-att 0.73 0.79 0.75
BERT-base 0.81 0.84 0.82
EnClaim 0.88 0.89 0.88

Table 3: Results of Experiment-II demonstrating Preci-
sion, Recall, and F1 Scores for each model across the
combined dataset.

the models, it is documented that the performance
of the ClimateBERT+Style model is higher when
AdamW optimizer is used in the training of dense
neural networks. During the analysis of the indi-
vidual datasets we have observed that for Dataset-
GCC, we have achieved an F1 score of 96% using
the EnClaim model. This is the highest F1 score
that we have achieved among all other datasets. For
Dataset-SCDC, EnClaim i.e., BERT+Style model
shows slightly better performance (F'1 = 84%)
than BERT (F'1 = 73%). However, for this dataset,
the recall for the EnClaim model decreases signif-
icantly from 95% to 75%. In the case of Dataset-
ECD, the highest F1 score of 83% is achieved in the
ClimateBERT+Style model. As discussed earlier,
the poor performance of Dataset-SCDC is primar-
ily due to the higher number of output classes.

In Experiment-II: Table 3 reports the results ob-
tained after combining all the datasets and testing
the individual models. Similar to the observations
reported for Experiment-I we can see that the per-
formance of the EnClaim model (BERT+Style) far
surpasses the performance of BERT.

Test Dataset RMSE Score
Dataset-ECD 0.25
Dataset-GCC 0.28
Dataset-SCDC 0.15

Table 4: Results of Experiment-III demonstrating
RMSE Score for the BERT (baseline model) when
trained over dataset SC'DC' and tested over datasets
ECD, GCC and SCDC respectively.

For Experiment-III: Here we have trained the
models on one single dataset and tested them over
other datasets. The results are depicted in Table 4,
5 and 6. For Dataset-ECD and Dataset-SCDC, the
multi-class classification is transformed into binary
classification. So, the accuracy of the datasets suf-
fers a bit. As labels of Dataset-SCDC are divided
into six classes, the results involving this dataset as
test data tend to have less accuracy. If we consider
all six labels for Dataset-SCDC while using this
dataset as a training set then we have to calculate
the RMSE score. From Table 4, we can see that
when we have trained the model for Dataset-SCDC
while testing the model on Dataset-SCDC gives
less RMSE score than the other two datasets as
Dataset-ECD and Dataset-GCC are based on en-
vironmental domain and SCDC is on biomedical
domain. If we compare Table 4 and 5 we can see
that in both Binary and Multi-class classification if
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Test Dataset

Training Dataset Dataset-ECD

P R F1
Dataset-ECD X
Dataset-GCC 0.59 0.89 0.71
Dataset-SCDC 0.34 0.72 0.46

Test Dataset

Training Dataset Dataset-GCC

P R F1
Dataset-ECD 0.84 0.243 0.37

Dataset-GCC X

Dataset-SCDC 0.39 0.52 0.45
Test Dataset
Training Dataset Dataset-SCDC
P R F1
Dataset-ECD No Prediction
Dataset-GCC 0.41 0.05 0.09
Dataset-SCDC X

Table 5: Results of Experiment-IIT demonstrating Pre-
cision, Recall, and F1 score for the BERT-base model
when trained over a given dataset D; (given in rows)
and tested over other datasets D; (given in columns)
such that 7 # j.

Test Dataset
Training Dataset Dataset-ECD
A P R
Dataset-ECD X
Dataset-GCC 0.93 0.88 0.90
Dataset-SCDC 0.95 0.91 0.92
Test Dataset
Training Dataset Dataset-GCC
A P R
Dataset-ECD 0.93 0.87 0.91
Dataset-GCC X
Dataset-SCDC 0.94 0.89 0.90
Test Dataset
Training Dataset Dataset-SCDC
A P R
Dataset-ECD 0.91 0.83 0.84
Dataset-GCC 0.81 0.62 0.65
Dataset-SCDC X

Table 6: Results of Experiment-1II demonstrating Accu-
racy (A), Precision (P), Recall (R) for the BERT+Style
(EnClaim Model) when trained over a given dataset D;
and tested over other datasets D; such that ¢ # j.

we train the model on dataset-SCDC then dataset-
ECD gives better results than dataset-GCC as GCC
consists of tweets rather than complete sentences.

Model P R F1

BERT-base 049 0.74 0.53
ClimateBERT 0.599 0.72  0.65
EnClaim 0.79 0.865 0.83

LLAMA-2 13B 0.632 0.534 0.579
(zero-shot)
LLAMA-2 13B
(few-shot)

097 034 0.503

Table 7: Comparison of Precision (P), Recall (R), F1
score (F1) of EnClaim generated output with LLM
generated output for Dataset-ECD

Also from Table 6, we can see that if we use the
EnClaim model and use Dataset-SCDC as the train-
ing set, the accuracy is higher when Dataset-ECD
is used as test data rather than Dataset-GCC but for
precision and recall it follows the same pattern as
in BERT model. The precision is higher if we use
Dataset-ECD as test data instead of Dataset-GCC.
So, here accuracy does not express the correct mea-
sure of the experiment. From Table 5 we observe
that if we use BERT only and train the model on
any other data than Dataset-SCDC the results are
poor due to the difference of domain whereas in
Table 6 the result improves for taking stylistic fea-
tures into account.

5.1 Comparing Proposed Model with
LLAMA-2

In the landscape of large language models (LLMs),
there exists an extensive capacity to surpass var-
ious transformer architectures. However, em-
pirical evidence which is presented in Table-7,
demonstrates that our novel model architecture, En-
Claim, achieves superior performance compared
to LLAMA-2 13B. This superiority is attributed to
EnClaim’s deliberate consideration of the syntactic
properties inherent within sentences. Such a focus
enables EnClaim to leverage syntactic structures
effectively, thereby enhancing its ability to com-
prehend and detect claim sentences with greater
accuracy.

As we can see, the performance of LLAMA-
2 using the few-shot approach was notably lim-
ited. This limitation stemmed from the complexity
of defining environmental claims, which necessi-
tates a comprehensive representation beyond the
provided examples as prompt. As evidenced in
the present table (Ref: Table 7), while LLAMA-2
achieved a high precision score, its recall and F1
scores were significantly lower, primarily due to
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its tendency to classify the majority of sentences
as not-claims. Consequently, LLAMA-2 exhibited
suboptimal classification performance, particularly
in the zero-shot scenario. Conversely, although
EnClaim emerged as a superior classifier in Preci-
sion, Recall, and F1 scores, its superiority can be
attributed to its adherence to the intricate definition
of environmental claims, thereby underscoring its
effectiveness in classification tasks.

5.2 Outcome of fine-tuned Mistral-7B Model
for Environmental Claim Detection

Here, we ran an experiment to compare the output
of our proposed architecture with our fine-tuned
Mistral Model. We gave the fine-tuned Mistral
model the test data samples and asked it to catego-
rize them as claim or non-claim sentences. How-
ever, the Large Language Model’s hallucinatory
property posed a challenge. Out of the text sen-
tences, the trained Mistral Model provided a dis-
tinct classification for only 25% cases, while the
remaining 25% cases resulted in a rather confusing
answer. Among those, it categorized correctly for
22% cases. Therefore, we concluded that while
training the large language model on a specific
domain can improve its Environmental Claim De-
tection capacity, the inherent property of the Large
Language Model can still pose a challenge. In
Table 8, we have provided examples of instances
that document the advantages and limitations of
the classification capabilities of all the discussed
models.

6 Conclusion

In this paper, we present a style-aware transformer
architecture for Environmental Claim Detection.
While conventional deep neural networks, includ-
ing CNN and LSTM, have historically struggled
to discern the intricate relationships among vari-
ous grammatical and stylistic elements that play a
pivotal role in assessing text quality, our method
takes a different approach and considers the distinct
stylistic features such as vagueness, conviction and
commitment with the power of pre-trained trans-
former models. These features have proven to be
indispensable in the accurate evaluation of envi-
ronmental claims. We have compared the perfor-
mance of the proposed model with the state-of-the-
art open-source LLMs including finetuned mistral
model and LLAMA-2. We have observed across
different datasets. EnClaim surpasses most of the

Texts

Article 2 of the agree-
ment also aims to en-
sure that finance flows
are consistent with

low carbon impact, cli-
mate resilient devlop-
ment.

Can New Jersey continue
to afford to pay for a 0
emissions energy?
Historically, we have backed
out significant adjust-
ments to the environmental
Texts

And then we’re doing as
much we can to offset the
labor-related expenses.
Can New Jersey continue
to afford to pay for a 0
emissions energy?

EnClaim LLAMA-2
Correct Wrong

Wrong Correct

Wrong Wrong

EnClaim
Correct

F. Mistral
Correct

Correct Hallucination

Table 8: Sample textual mentions depicting the perfor-
mance of EnClaim, LLAMA-2 13B (zero-shot), fine-
tuned Mistral-7B. Here, we have denoted Correct Pre-
diction as Correct and Wrong Prediction as Wrong.

state-of-the-art models in terms of precision, recall
and F1-Score.

Our future work focuses on expanding the gran-
ularity of our environmental claim detection model.
We aim to categorize claims into subcategories like
pollution or resource use, and further identify spe-
cific environmental aspects impacted. This can be
achieved through a hierarchical taxonomy, domain-
specific knowledge integration, and named entity
recognition techniques. Furthermore, multi-label
classification and sentiment analysis can offer a
richer understanding of claims’ complexity and po-
tential impact. By pursuing these directions, we can
empower our model to provide more granular and
impactful insights into environmental claims, ulti-
mately contributing to informed decision-making
and progress toward sustainability.
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