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Abstract
Despite the impressive capabilities of recent Large Language Models (LLMs) to generate human-like text, their ability to

produce contextually appropriate content for specific communicative situations is still a matter of debate. This issue is

particularly crucial when LLMs are employed as assistants to help solve tasks or achieve goals within a given conversational

domain. In such scenarios, the assistant is expected to access specific knowledge (e.g., a database of restaurants, a calendar of

appointments) that is not directly accessible to the user and must be consistently utilised to accomplish the task. In this paper,

we conduct experiments to evaluate the trustworthiness of automatic assistants in task-oriented dialogues. Our findings

indicate that state-of-the-art open-source LLMs still face significant challenges in maintaining logical consistency with a

knowledge base of facts, highlighting the need for further advancements in this area.
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1. Introduction
Conversational assistants [1] are widely used to help hu-

man users achieve specific goals through dialogue. In a

typical scenario (e.g., booking a restaurant, scheduling an

appointment, selecting a song in a playlist, etc.), the as-

sistant interprets the user’s goals, searches a database for

relevant options, and provides the user with responses

(e.g., a restaurant reservation, a new appointment in a

calendar, a song playing on a smartphone). A key abil-

ity for an assistant is to maintain consistency between

user requests and domain knowledge [2]. This is crucial

because, in a typical setting, the user does not know the

actual content of the database (e.g., all the restaurants in

a city) and, as a consequence, cannot verify whether the

assistant’s response is correct.

While in traditional approaches [3], this consistency

was ensured by a dedicated component responsible for

retrieving information from a domain database, recent

end-to-end approaches [4, 5] rely on a single LLM-based

model for utterance understanding, domain knowledge

retrieval, and response generation. In this setting, the

LLM must generate responses that are as aligned with the

database as possible. However, the ability of current end-

to-end assistants to maintain consistency between the

generated responses and the actual content of the domain
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R1: N=Grafton Hotel Restaurant A=east F=british
P=expensive

R2: N=The River Bar Steakhouse and Grill A=centre
F=modern european P=cheap

R3: N=Two Two A=north F=french P=expensive

T3 User: I would like to have british cuisine.

T4 LLama: I’ve got just the thing for you! I’ve found a
few options that serve British cuisine. [...] One option is
the Grafton Hotel Restaurant [...]. Another option is the
River Bar Steakhouse and Grill, located in the centre of the
city. They have amix of British and modern European dishes [...].

T5 User: Nothing in the north?

T6 LLama: [...] I found one option that serves British cuisine
in the north area of the city. Restaurant Two Two, located in
Chesterton, has a menu that features a range of British dishes,
including classic comfort food and seasonal specials. [...]

Figure 1: An inconsistent dialogue with respect to a Knowl-
edge Base (KB). Red values indicate inconsistencies between
the system-generated text and the KB, whereas the green ele-
ments in bold indicate correct information.

knowledge is questionable (e.g., due to LLM confabula-

tions), and there is a clear lack of empirical evidence on

this crucial issue.

To be more concrete, Figure 1 shows an example of an

inconsistent dialogue with respect to the conversational

knowledge base. Here, although there are two Spanish

restaurants in the knowledge base, the system (turn S1)

informs the user that there are three Spanish restaurants,

providing incorrect information. This is an example of
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inconsistency generated by an LLM, which is the focus of

this research.

Our aim is to shed new light on the trustworthiness of

an LLM playing the role of an assistant in a task-oriented

conversational domain while interacting with a user. We

aim to answer the following research questions: (i) How

can we operationally define the consistency between a

task-oriented dialogue and the domain database behind

the dialogue? (ii) How can we quantify the degree of

trustworthiness of an assistant-LLM? (iii) Can we collect

empirical evidence on a sufficiently large amount of task-

oriented dialogues?

To address these research questions, we set up an

experimental framework allowing large-scale analysis,

where task-oriented dialogues are first automatically gen-

erated by two instances of a state-of-the-art LLM, LLama-

3 8B [6], and then a more powerful LLM, GPT-4o [7], is

used to detect potential inconsistencies between a dia-

logue and a corresponding domain knowledge base. We

hope that new large-scale experimental data can be used

to develop more reliable and effective task-oriented dia-

logue systems, ultimately enhancing the capabilities of

conversational agents in various applications.

2. Methodology and Experimental
Setting

Our experimental setting consists of two phases. In the

preliminary phase, referred to as the Human-Llama In-

teraction phase (cfr. Section 3), we test the capabilities

of an open-source LLM (i.e. LLama-3) to generate ade-

quate task-oriented dialogues through interactive con-

versations with humans.

In the second phase, referred to as the Llama-Llama

Interaction phase (cfr. Section 4), we automate both the

generation and evaluation of task-oriented dialogues,

creating a Llama-Llama generated MultiWOZ dialogue

corpus, The Dining Llamas of Oz
1

. Following in this

section, the description of the MultiWOZ dataset and the

metrics used to check and quantify the reliability of the

generated dialogs in both phases.

2.1. The MultiWOZ 2.3 Dataset
Since the primary focus of this work is about task-

oriented dialogues, we used the MultiWOZ (Multi-

Domain Wizard-Of-Oz) dataset [8], one of the most

prominent datasets in this area. MultiWOZ has been

extensively employed to develop and test models for nat-

ural language understanding, dialogue management, and

natural language generation.

1
The generated dataset is publicly available at:

https://github.com/tLabruna/The-Dining-Llamas-of-Oz

MultiWOZ is a widely known task-oriented dialogue

dataset collected via the Wizard of Oz approach. The

dataset comprises over 10,000 dialogues between a cus-

tomer and the Cambridge InfoTown assistant, designed to

help customers navigate Cambridge’s amenities. The

conversations span over seven different domain con-

cepts, including train ticket reservations, tourist attrac-

tion searches, and restaurant reservations. For our exper-

iments, we selected data related to the restaurant domain

(version 2.3 [9]).

The MultiWOZ dialogues were collected with a system

that provides information to the user relying on a specific

database, known as the Knowledge Base (KB), describing

properties of the Cambridge domain. Each domain con-

cept has its own KB; for our experiments, we consider

only the restaurant KB. The restaurant KB holds infor-

mation about 110 different instances (i.e., restaurants),

where each instance comprises a series of properties (e.g.,

Name, Food, Area) and corresponding values (e.g., The

Old Cambridge, british, north).

All system turns in the dialogues are expected to con-

sistently rely on the information contained in the KB to

provide accurate information to the user.

2.2. Consistency Metrics
To assess the consistency of a generated turn against its

Knowledge Base, we analysed each system-generated

conversational turn referring to any piece of information

provided in the KB. Each turn was assessed based on two

separate binary metrics:

• KB-Alignment: Assesses whether the system

turn is consistent with the KB, meaning that does

not contradict any information provided in the

KB.

• KB-Grounding: Assesses whether the system

turn refrains from hallucinating and introducing

information not present in the KB, ensuring all

mentioned details are grounded in the existing

KB.

For instance, the assessments for the system turns in

Figure 1 would be as follows: T4 (KB-Alignment = 0, KB-

Grounding = 1), T6 (KB-Alignment = 0, KB-Grounding

= 0). In addition to this, we used two evaluation metrics

to assess the overall quality of each turn and provide a

global evaluation of the whole corpus:

• Correct Turns: Indicates the percentage of

turns that have both KB-Alignment and KB-

Grounding annotated as 1.

• Correct Dialogues: Indicates the percentage

of dialogues that have all turns with both KB-

Alignment and KB-Grounding annotated as 1.



These metrics offer a comprehensive understanding

of the dialogue system’s ability to maintain consistency

and accuracy throughout the conversation.

3. Human-Llama Interaction Phase
In this phase, we simulated the dialogue collection ap-

proach of the MultiWOZ dataset through the human-

Llama interactive generation of novel dialogues. Al-

though this phase required substantial human effort, it

was crucial for obtaining an initial high-quality set of

dialogues.

We aimed to generate dialogues where a human in-

teracts with a system played by Llama-3 8B in two lan-

guages: English and Italian. The model was prompted

to play the role of the Cambridge InfoTown system. The

system’s goal was to guide the user towards reserving a

restaurant in Cambridge. For each dialogue, we utilised

10 restaurant instances taken from the MultiWOZ KB.

We selected 6 distinct sets of instances, which had the

following characteristics:

1. All with the same Food;

2. All with different Food (or as different as possi-

ble);

3. All with the same Price;

4. All with different Price (or as different as possi-

ble);

5. All with the same Area;

6. All with different Area (or as different as possi-

ble).

We chose the slots Food, Price, and Area to differen-

tiate the sets since they are the informable slots within

the Restaurant concept.

The human users were instructed to follow a scenario

that involved reserving a restaurant, providing a realistic

context for the dialogues. Five distinct instructions were

employed for the interactive generation of a human-LLM

dialogue, each paired with the 6 sets of KB instances,

resulting in a total of 30 dialogue scenarios. The process

was repeated in both English and Italian, leading to the

creation of 30 dialogues in each language, for a total of

60 dialogues.

3.1. Manual Evaluation
The manual evaluations were conducted by three anno-

tators who assessed the dialogues based on the binary

metrics KB-Alignment and KB-Grounding. Each of the 60

dialogues was annotated by at least two different annota-

tors to ensure reliability. The inter-annotator agreement

between human evaluators was measured using Cohen’s

Kappa (𝜅) to provide a measure of the inter-rater reliabil-

ity (IRR) level. As per Table 1, we obtained an average 𝜅

in both metrics and languages that indicates substantial
agreement on Landis and Koch’s agreement scale [10].

Table 1
Cohen’s 𝜅 values for inter-annotator agreement on human-
LLama generated dialogues.

Annotators Metric ITA ENG

human-human KB-Alignment 0.71 0.65
human-human KB-Grounding 0.79 0.59

human-GPT-4o KB-Alignment 0.60 0.58
human-GPT-4o KB-Grounding 0.58 0.39

3.2. Automated Evaluation
We instructed GPT-4o

2

to perform the same evaluations

as the human annotators. This consisted in feeding the

model with a given KB/dialogue pair, asking it to output

two lists of turn assessments: one for the KB-Grounding

and another for the KB-Alignment. Then we computed

the agreement between GPT-4o’s evaluations and the

human evaluations. The precise prompt used to instruct

GPT-4o can be found in Appendix B. Although the agree-

ment with GPT-4o (see Table 1) was slightly lower than

the substantial agreement observed between human an-

notators, it was still classified as moderate on Landis and

Koch’s agreement scale [10]. Due to these results we

assumed GPT-4o to be a valuable automatic judge and de-

ployed it the same way for the LLama-LLama evaluation

phase (cfr. Section 4).

4. The Dining Llamas of Oz
After recognising the ability of Llama-3 to generate dia-

logues and the evaluation skills of GPT-4o (cfr. Section

3.2), we conducted further experiments by generating

1,311 dialogues using Llama-3 8B and following the Mul-

tiWOZ dataset. For each dialogue of the original dataset,

we utilised the instructions provided to the human user

in the Wizard-of-Oz setting to guide a Llama acting as

the user, interacting with a Llama acting as the system.

During the dialogue generation phase, we randomly se-

lected 70 instances from the entire Knowledge Base for

each simulated dialogue, ensuring that each dialogue

was staged in a varied KB scenario. This approach, a.k.a

LLama-Llama phase, allowed us to create a large set of

automatically generated dialogues, each based on a differ-

ent subset of the KB. We call this generated dataset "The

Dining Llamas of Oz," which comprises 1,049 training

instances, with 131 instances each for the validation and

test sets.

2
GPT-4o was used via the Microsoft Azure APIs. The API version

was 2024-02-01. The cost for the API interactions was about $400.



Table 2 presents statistics for the dataset, including

the average number of turns per dialogue, the average

length in number of tokens for user and system turns,

and the Standardized Type-Token Ratio (STTR) [11] for

user and system turns. The STTR is calculated by merg-

ing all turns, segmenting them into chunks (we used a

segmentation size of 1000), and computing the average

TTR for all chunks.

Table 2
Statistics of the Llama-Llama dialogues dataset.

Statistic Value

Number of Dialogues 1311
Average Dialogue Length 6.21
Average User Turns Length 25.69
Average System Turns Length 124.52
User Turns STTR 0.29
System Turns STTR 0.41

4.1. Turn-by-Turn Evaluation
To assess the quality of the Dining Llamas of Oz dataset,

we employed GPT-4o, as in our previous experiments.

Using the same approach as in Section 3.2, we obtained a

KB-Alignment score of 49.73% and a KB-Grounding score

of 38.59% for the entire dataset. To verify the annotation

quality of these new dialogues, we manually annotated 30

dialogues from the evaluation split and compared these

annotations with GPT-4o’s evaluations on the same di-

alogues. This initial comparison resulted in a not ideal

𝜅 of 0.15 for KB-Alignment and 0.06 for KB-Grounding

(slight agreement). To enhance these performance metrics

and establish a reliable evaluation pipeline, we revised

our approach: instead of passing the entire dialogue to

GPT-4o, we evaluated one turn at a time. The detailed

methodology was as follows:

1. Provide GPT-4o with a user utterance and the

corresponding system response, and prompt it to

determine if the system’s response references the

KB.

2. If GPT-4o indicates a reference to the KB:

a) Prompt GPT-4o with the same user-system

turn and the KB to determine if the sys-

tem’s turn shows KB-Alignment.

b) Prompt GPT-4o with the same user-system

turn and the KB to determine if the sys-

tem’s turn shows KB-Grounding.

The full prompt is available at Appendix B. This

method allows for a more precise scoring of each turn,

though it increases OpenAI API usage and associated

costs. We discovered that this turn-by-turn evaluation

approach significantly improved the agreement: we ob-

tained a 𝜅 of 0.68 for KB-Alignment and 0.49 for KB-

Grounding (moderate/substantial agreement). Conse-

quently, we decided to use this technique for automated

evaluation.

Using this approach, we assessed 262 dialogues (from

the evaluation and test splits) using GPT-4o. This pro-

vided a broader understanding of the KB consistency of

Llama-generated dialogues across a larger dataset. The

KB consistency evaluation is summarised in Table 3. The

turns were filtered by removing those that were judged

to have no reference to the KB. In addition to evaluating

the metrics for all 262 dialogues, we further analysed the

dataset by dividing it based on two criteria: the success

of the dialogues and the dialogue length. For the success

criterion, we distinguished between dialogues with a user

instruction that, in the original MultiWOZ dataset, led

to a successful restaurant booking (successful dialogues)

and those that did not lead to any restaurant reservation

(unsuccessful dialogues). For the dialogue length crite-

rion, we distinguished between dialogues that had three

or fewer turns (a maximum of three user utterances and

three system utterances) and those that had four or more

turns.

5. Discussion
Our investigation into the performance of state-of-the-

art Large Language Models (LLMs) like Llama-3 in task-

oriented dialogue systems reveals several critical insights

about their current limitations. The central finding is

that while these models exhibit advanced capabilities in

generating text, their quality in managing task-oriented

dialogues remains unsatisfactory.

Initially, we compared human evaluations with GPT-

4o’s evaluations to assess its effectiveness in evaluating

dialogue quality. This comparison was instrumental in

determining that GPT-4o could be useful for dialogue

evaluation, but it highlighted that the model’s perfor-

mance degrades significantly when scaled from a smaller

to a larger Knowledge Base. The annotation agreement

dropped notably as the number of KB instances increased

from 10 to 70, indicating that GPT-4o struggles with

larger, more complex datasets.

To address this, we shifted our approach to a turn-by-

turn evaluation method. After extensive experimentation

and prompt engineering, this method yielded improved

results in terms of annotation agreement. However, this

approach proved to be highly resource-intensive, pushing

up costs significantly due to increased OpenAI API usage.

Our automated evaluations on 262 dialogues provided

some revealing observations, as shown in Table 3. No-

tably, only around 40% of system turns demonstrated

KB-Alignment and KB-Grounding. When considering



Table 3
Turn-by-turn GPT-4o evaluation of KB consistency in The Dining Llamas of Oz validation and test splits.

Dialogues # Dialogues # Turns KB- KB- Correct Correct
Alignment Grounding Turns Dialogues

All 262 656 41.46% 38.26% 26.35% 8.78%

Successful Bookings 196 494 42.51% 41.50% 28.59% 11.29%
Failing Bookings 66 162 38.27% 28.40% 19.62% 0.5%

Short dialogues 187 411 42.09% 38.44% 29.02% 11.23%
Long dialogues 75 245 40.41% 37.96% 22.80% 3.17%

both metrics together for Correct Turns and Correct Dia-

logues, the results were even more concerning: just 26%

of turns and less than 9% of dialogues met the criteria for

both metrics. These numbers underscore the inadequacy

of current systems, indicating that a system producing

such a low percentage of correct dialogues is not practical

for real-world applications.

Further analysis showed that dialogues with successful

bookings performed better than those with failed book-

ings. Specifically, dialogues with successful bookings had

28.59% of correct turns and 11.29% of correct dialogues,

compared to dialogues with failed bookings, which had

9 percentage points fewer correct turns and only 0.5%

correct dialogues. This discrepancy likely arises because

when no suitable restaurants are available, the Llama

model tends to hallucinate, providing restaurants not

present in the KB. While these restaurants may exist in

Cambridge, they are absent from the provided dataset,

highlighting the model’s failure to adhere to the instruc-

tions given in the prompt.

We also explored the impact of dialogue length on

performance. Shorter dialogues achieved nearly 30% cor-

rect turns and 11.23% correct dialogues, while longer

dialogues showed a significant drop: 7 percentage points

fewer correct turns and only 3.17% correct dialogues.

This suggests that as the conversation progresses, the

likelihood of errors increases, possibly due to the model’s

difficulty in managing and integrating information from

previous turns.

Overall, our findings highlight that current state-of-

the-art open-source LLMs, such as Llama-3, are still un-

able to effectively serve as task-oriented dialogue systems

while maintaining consistency with a provided KB. This

underscores the need for further advancements in LLM

capabilities and evaluation methodologies before such

systems can be reliably used in practical applications.

6. Limitations
While our study makes significant contributions to un-

derstanding the capabilities of state-of-the-art LLMs in

performing task-oriented-dialogue tasks, it is important

to acknowledge certain limitations that may affect the

generalizability and scalability of our findings. The turn-

by-turn evaluation approach, while effective in enhanc-

ing evaluation accuracy, proved to be computationally ex-

pensive. The quality of GPT-4o’s evaluations was highly

dependent on effective prompt engineering. Crafting the

right prompts to ensure accurate evaluation results was

challenging and time-consuming. Additionally, employ-

ing a diverse set of models for generating and evaluating

dialogues could provide more comprehensive findings.

Using multiple models might help in understanding the

strengths and limitations of different approaches, poten-

tially offering a more robust analysis of dialogue quality

and consistency. This could also help in mitigating the

limitations inherent in any single model or evaluation

approach.

7. Conclusions and Future Work
In this study, we explored the capabilities of state-of-

the-art LLMs in generating task-oriented dialogues, fo-

cusing on maintaining consistency with a provided KB

and avoiding hallucinations. Our experiments demon-

strated that Llama-3, despite its advancements, struggles

to perform reliably in these settings. The model showed

significant limitations, especially in dialogues that led

to failed outcomes (where the desired restaurant was

not in the KB) and longer interactions. As a side contri-

bution, we release The Dining Llamas of Oz, a corpus

of 1,311 dialogues generated through user-Llama and

system-Llama interactions, to aid future research. Our

findings highlight the need for further development to

improve LLM reliability and accuracy in task-oriented

dialogue applications.
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A. Llama Prompts
The following prompt has been used to instruct a Llama

to play the role of a Cambridge InfoTown system, in

English:

"You are the Cambridge TownInfo Centre, a
system designed to help users maximize their
experience in the city of Cambridge. Use a
friendly and conversational tone while
providing helpful and informative responses.
All the information you provide must
strictly rely on the Knowledge Base that you
have been provided with. Ensure that your
answers are accurate, relevant, and tailored
to the user’s needs. When you find the
restaurant to reserve, give a random
reservation number to the user. Be brief."

The following prompt has been used to instruct a Llama

to play the role of a Cambridge InfoTown system, in

Italian:

"Sei l’assistente Cambridge InfoCittà, un
sistema progettato per aiutare gli utenti a
trarre il meglio dalla loro esperienza nella

città di Cambridge. Usa un tono amichevole e
onversazionale, fornendo risposte
informative e utili. Tutte le informazioni
che fornisci devono basarsi strettamente
sulla Knowledge Base che ti è stata data.
Assicurati che le tue risposte siano accurate,
pertinenti, e mirate ai bisogni dell’utente.
Sii breve."

The following prompt has been used to instruct a Llama

to play the role of a user looking for a restaurant in

Cambridge, in English:

"You are a turist in the city of Cambridge
and you are looking for a restaurant to dine
in. Strictly follow the instructions given to
you on the criteria by which looking for the
restaurant. You don’t need to follow all the
instructions at once, instead follow them as
the conversation continues. Be very brief,
and go straight to the point. At the end,
thank the system and say goodbye. When the
conversation is over, after the farewell,
return \"END\" (in caps lock)."

The following prompt has been used to instruct a Llama

to play the role of a user looking for a restaurant in

Cambridge, in Italian:

"Sei un turista nella città di Cambridge e
stai cercando un ristorante dove cenare.
Basati strettamente sulle istruzioni che ti
vengono fornite riguardo i criteri in base ai
quali cercare il ristorante. Non seguire
tutte le istruzioni subito, invece seguile
passo passo durante la conversazione. Sii
molto breve e vai subito al punto."

B. GPT Prompts
The following system prompt has been used has gen-

eral instruction for telling GPT to behave like a dialogue

evaluator:

"You are a dialogue evaluator. Given a
dialogue you have to return a list of symbols
separated by commas, where each symbol is an
evaluation of each turn in the dialogue. Only
system turns must be considered."

The following prompt has been used to instruct GPT

to determine if a system turn talks about information

contained in a KB:

"Given the following user and system turns,
return 1 if the system turn contains
information that requires verification from
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an external source to ensure its accuracy, 0
otherwise."

The following prompt has been used to instruct GPT to

determine if a system turn constitute a KB-Error:

"Given the following user turn, system turn,
and Knowledge Base (KB), return 0 if the
system contradicts the KB (e.g. says that a
restaurant is at north, but it’s actually at
south), 1 otherwise."

The following prompt has been used to instruct GPT to

determine if a system turn constitute an KB-Grounding

error:

"Given the following user turn, system turn,
and Knowledge Base, return 1 if the system
doesn’t mention properties outside of the
Knowledge Base, 0 otherwise (e.g. says that
the restaurant serves british and indian,
but only indian is present in the KB)."
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