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Abstract
In the context of the CALAMITA Challenge, we investigate the physical commonsense reasoning capabilities of large language
models (LLMs) and introduce a methodology to assess their understanding of the physical world. To this end, we use a test
set designed to evaluate physical commonsense reasoning in LLMs for the Italian language. We present a tiered dataset,
named the Graded Italian Annotated dataset (GITA), which is written and annotated by a professional linguist. This dataset
enables us to focus on three distinct levels of commonsense understanding. Our benchmark aims to evaluate three specific
tasks: identifying plausible and implausible stories within our dataset, identifying the conflict that generates an implausible
story, and identifying the physical states that make a story implausible. We perform these tasks using LLAMA3, Gemma2
and Mistral. Our findings reveal that, although the models may excel at high-level classification tasks, their reasoning is
inconsistent and unverifiable, as they fail to capture intermediate evidence.
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1. Challenge: Introduction and
Motivation

Physical commonsense understanding refers to the abil-
ity to comprehend the physical world and the events that
transpire within it. This capability is a crucial component
of human intelligence, enabling us to reason about our
environment, anticipate future occurrences, and navi-
gate our surroundings effortlessly, and recently there has
been notable advancement in the development of large
language models (LLMs) that can produce human-like
language and execute a variety of language-related tasks.

LLMs have exhibited promising outcomes in grasping
common sense in particular situations [1, 2]. Neverthe-
less, it is widely recognized that the most precise evalua-
tion of their capabilities is attained when assessing their
performance in specific end tasks [3, 4]. The evaluation
often emphasizes the capacity of LLMs to replicate rela-
tively straightforward tasks, rather than their authentic
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proficiency in reasoning and comprehending language
[5, 6]. As a result, there remains uncertainty regarding
machines’ ability to truly perform reasoning and whether
the existing issues in this regard have been sufficiently
addressed.

In this context, our aim is to contribute to this chal-
lenge developing an original Italian benchmark that can
be used to assess the ability of language models to un-
derstand physical commonsense in a more truthful way,
focusing not only on end tasks, but also on intermediate
layer tasks.

In this paper, we present GITA4CALAMITA, the
Graded Italian Annotated dataset for the CALAMITA
challenge [7]. GITA4CALAMITA is an adapted version
of the GITA dataset proposed in [8]. In particular, we de-
cided to revise the physical states annotation and adapt
it to this challenge. The first version of GITA dataset
is available in our repository under the license CC BY-
NC-SA 4.0.1. The GITA4CALAMITA dataset is manu-
ally compiled by a professional linguist, which allows
for this multi-layered evaluation of the reasoning pro-
cess. With the creation of an Italian dataset we gain
the linguistic and cultural perspective of Italian, while
commonsense research in Natural Language Processing
(NLP) has largely been focused on the English language.

1https://github.com/GiuliaAPensa/GITAdataset
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Figure 1: Representation of story pair from GITA

2. Challenge: Description
Our aim in this challenge is to assess the understanding of
physical commonsense in LLMs for Italian. We configure
our assessment proposal in the following terms:

1. given an original dataset of plausible/implausible
stories related to physical commonsense, systems
must identify the plausible and implausible sto-
ries;

2. systems must recognize the conflicting sentences
that generate the conflict in implausible stories;

3. systems must spot the underlying physical states
that cause conflict in implausible stories.

The recognition of plausible/implausible stories is the
end task envisaged in this benchmark, which must be
justified by the second-level and third-level steps. In Fig-
ure 1 we present a story pair from the GITA4CALAMITA
dataset and the relation between the layers of annotation.
Story A is a plausible story, Story B is the corresponding
implausible story where the first and the second sen-
tences are in conflict: Marco closes the refrigerator and
cannot take the milk out of it. In the right part of the
figure we can see the reasoning steps that the system
must follow and resolve. This example is presented in
English for clarity, but our entire dataset is in Italian.

We introduce a series of tasks that constitute a human-
interpretable reasoning process, supported by a chain
of evidence, reflecting the assessment methodology out-
lined above. To explain this approach, we present the
tasks from the deepest to the shallowest, mirroring hu-
man reasoning:
Physical state classification: Leveraging our phys-

ical state annotations, systems must recognize the in-
volved physical states in the conflicting sentences of im-
plausible stories. If we look at the example in 1, we are
able to identify the problematic physical state “open” as
cause of implausibility.
Conflict detection: Next, the task of conflict detec-

tion entails identifying sentence pairs of the form Si → Sj.
Here, Sj represents the breakpoint, indicating the point
at which the story becomes implausible based on the
given context. Si serves as the evidence that explains the
breakpoint, typically causing a conflicting world state.

Story classification: The end task revolves around
determining the plausibility of two stories. This deter-
mination is based on the conflicts detected within the
two stories. By considering the presence of conflicts,
the model can assess the viability and coherence of each
story, facilitating the classification of the more plausible
one.

By incorporating physical state classification, conflict
detection, and story classification, we analyze the aspects
of coherent reasoning, supported by evidence-driven
analysis.

3. Data description
The GITA4CALAMITA dataset is composed by plausi-
ble and implausible stories. To compose the dataset, we
focused on concrete actions that could be visualized in
the physical world, avoiding mental actions such as “to
think” or “to like”. We created 5-sentence stories, giving
context and requiring reasoning over multiple sentences.
In all the stories, we avoided nonsensical sentences, in
fact, each sentence is plausible alone, but could be im-
plausible if associated with another specific sentence in
an implausible story. With these characteristics, the task
requires reasoning over the entire context.

An essential part of our evaluation process is consti-
tuted by the presence of physical state annotation. Sys-
tems must identify the underlying physical states that
make a story not plausible in our physical world. Dur-
ing the creation of this dataset, we took into account 14
physical attributes that were included in the annotation
phase, and we composed stories that contained those at-
tributes. Following the work of [9] and [10], these are the
14 physical states that we wanted to have in our stories:

• location, conscious, dressed, wet, exist, clean,
power, functional, in pieces, open, temperature,
solid, occupied, edible.

3.1. Dataset creation
In the first two rows of Table 1 we can see an example
of plausible story from the GITA4CALAMITA dataset



sentence 1 sentence 2 sentence 3 sentence 4 sentence 5
T Marco ha aperto il

frigo.
Marco ha preso il
latte dal frigo.

Marco ha preso la
tazza.

Marco ha versato
il latte nella
tazza.

Marco ha bevuto
il latte.

Marco opened
the refrigerator.

Marco took the
milk from the re-
frigerator.

Marco took the
cup.

Marco poured
the milk into the
cup.

Marco drank the
milk.

F
(or-
der)

Marco ha preso il
latte dal frigo.

Marco ha aperto il
frigo.

Marco ha preso la
tazza.

Marco ha versato
il latte nella
tazza.

Marco ha bevuto
il latte.

Marco took the
milk from the re-
frigerator.

Marco opened
the refrigerator.

Marco took the
cup.

Marco poured
the milk into the
cup.

Marco drank the
milk.

F
(clo-
ze)

Marco ha chiuso il
frigo.

Marco ha preso il
latte dal frigo.

Marco ha preso la
tazza.

Marco ha versato
il latte nella
tazza.

Marco ha bevuto
il latte.

Marco closed the
refrigerator.

Marco took the
milk from the re-
frigerator.

Marco took the
cup.

Marco poured
the milk into the
cup.

Marco drank the
milk.

Table 1
Example of a plausible story, an implausible story from the Order dataset, and an implausible story from the Cloze dataset.

togetherwith the English translation. In this example, the
human actor is Marco, and the five sentences are ordered
in the required way: the action of opening something,
picking something up and using it. We can see that some
of the previously listed physical states appear: Marco is
conscious because he is doing something, the refrigerator
is open because the actor can take something out of it, the
cup is not occupied by anything and can be functional.

We aimed to minimize subjectivity and limit poten-
tial confounding factors from complex language usage.
By using simple language, we were able to shift our fo-
cus away from linguistic processing and semantic phe-
nomena, allowing us to concentrate more on examining
machines’ reasoning abilities, particularly their physical
commonsense understanding. Consequently, we created
our simple sentences in a straightforward declarative
structure, typically starting with the agent of the story,
followed by a verb, a direct object, and optionally, an
indirect object.

Implausible stories are built upon the plausible ones,
preserving the same actor and objects; in doing so we en-
sured that implausible variations remained coherent and
believable, and we avoided nonsensical information. To
create implausible stories, we implemented two different
methods:

1. we switched the order of two sentences;
2. we substituted a plausible sentence with an im-

plausible one.

These two methods resulted in two different partitions
of our dataset: the Order dataset of implausible stories,
and the Cloze dataset of implausible stories respectively.

3.1.1. Order implausible stories

The plausible stories only work in the causal sequence
that we created. In the first row of Table 1, there is an
example of a plausible story. In the third row, we see the
corresponding implausible story for the order dataset,
in which Marco, first, takes the milk out from the
refrigerator and then open the refrigerator, generating a
physically impossible situation: it is not possible to take
something out of a closed refrigerator. By switching the
first and the second sentences, we created an implausible
story. In the entire dataset, we decided to generate
implausible stories changing the order of only two
sentences for story.

3.1.2. Cloze implausible stories

The second approach involves the substitution of a sen-
tence from the plausible story with a new sentence. Al-
though the new sentence itself is not inherently implausi-
ble, its placement within the sequence renders it implau-
sible. In Table 1, the first sentence of the line F (Cloze), in
the fifth row, was changed: Marco closes the refrigerator
before taking out the milk. Again, the action is physically
impossible: if the refrigerator is closed, nothing can be
taken out from it.

3.2. Origin of data
GITA4CALAMITA is a new version of [8], which is based
on [11]. Our main objective was to create an Italian
dataset, manually annotated, to assess a pre-trained lan-
guage model on physical commonsense tiered tasks. To



create the stories, we took inspiration from the Story
Cloze Test [12] and ROCStories Corpora [13]. The Story
Cloze Test compiles four-sentence stories with a missing
ending so that a system chooses the most appropriate
conclusion; the ROCStories Corpora is composed of five-
sentence stories about everyday life for story generation.

3.3. Annotation details
GITA4CALAMITA is annotated on three levels. In the
first level, we annotated the plausibility/implausibility of
a story with TRUE or FALSE. In the second level, in im-
plausible stories we indicated between which sentences
the conflict was, and in the third level we labelled the
involved physical states in each sentence.

In the dataset, a plausible story is identified using a
story number, while implausible stories are identified us-
ing the same story number as the plausible version, but
with an additional C or O after the story number, where
the letter C refers to the Cloze dataset, and the letter O
refers to the Order dataset. Each story has been anno-
tated using these elements: story id, worker id, actor of
the story, objects of the story, physical states, sentences
of the story, as well as number of sentences, and conflict-
ing sentences, among others. The complete list and the
specific meaning of each element are in Appendix A.

In each implausible story, we annotated the physical
state that caused a conflict between two sentences. We
annotated both Order and Cloze implausible stories ac-
cording to the corresponding physical state involved. If
we consider the stories in Table 1, both implausible stories
(C and O) are annotated using the physical state “open”,
In fact, in both implausible stories the conflict is related to
the openness of the refrigerator: in both cases the refrig-
erator appears closed when Marco tries to take the milk
out of it. There are cases where for one plausible story
there are two implausible stories that are implausible for
two different reasons, hence the annotated physical state
is different.

To ensure consistency and reduce human effort, we
developed a custom environment and a Python script to
streamline the annotation process. This semi-automated
annotation process helped us process sentences from
different story types, extract entities and actors, and or-
ganize them for manual annotation. The script provided
a user-friendly terminal interface, and it is available in
our repository. In terms of annotation efficiency, manu-
ally annotating one plausible story and two implausible
ones typically took around 50 minutes. However, using
our semi-automated annotation interface, we were able
to complete the same task in approximately 20 minutes.
Consequently, instead of the estimated 100 hours for an-
notating the entire dataset, we reduced the time to around
40 hours. Additionally, some annotations required review
and occasional revisions, hence we estimated that the

overall effort was of approximately 50-55 hours. An ex-
ample of a complete annotation can be found in Appendix
B.

3.4. Data format
The GITA4CALAMITA dataset was created and anno-
tated in a JSON format. The following example is story
0-C0 of our dataset, the first implausible Cloze story.

{
”0 −C0 ” : {

” s t o r y _ i d ” : 0 ,
” worker_ id ” : ”GAP” ,
” type ” : ” c l o z e ” ,
” i dx ” : 0 ,
” aug ” : f a l s e ,
” a c t o r ” : ” Marco ” ,
” l o c a t i o n ” : ” cu c i na ” ,
” o b j e c t s ” : ” f r i g o , l a t t e ,

t a z z a , c u c c h i a i o ” ,
” s e n t e n c e s ” : [

”Marco ha ch iu so i l f r i g o
. ” ,

” Marco ha pre so i l l a t t e
d a l f r i g o . ” ,

” Marco ha pre so l a t a z z a
. ” ,

” Marco ha pre so i l
c u c c h i a i o . ” ,

” Marco ha messo i l
c u c c h i a i o n e l l a t a z z a
. ”

] ,
” l e ng t h ” : 5 ,
” example_ id ” : ”0 −C0 ” ,
” p l a u s i b l e ” : f a l s e ,
” b r e akpo i n t ” : 1 ,
” c o n f l _ s e n t s ” : [ 0 ] ,
” c o n f l _ p a i r s ” : [ 0 , 1 ]

}
}

3.5. Example of prompts used for zero
or/and few shots

For each of the three proposed tasks we use a different
prompt:

• Task 1: Please read the following story and an-
swer if the story is plausible taking into account
the order of the events. Please answer with true
or false.
Task 2: The following story is implausible. Iden-
tify the breakpoint, and then select the sentence



responsible for the implausibility. Please iden-
tify the breakpoint sentence and the conflicting
sentence.
Task 3: The following story is implausible. Iden-
tify the physical state that causes the conflict in
the story. These are the descriptions of each phys-
ical state: Power: Indicates whether an object
is powered or not, relevant for electrical devices.
Location: Refers to the spatial position of an
entity, either human or object. Exist: Denotes
whether an object is present or has disappeared.
Clean: Refers to the cleanliness of an entity, indi-
cating whether it is clean or dirty. Edible: Identi-
fies whether an object is fit for consumption. Wet:
Denotes whether an object or person is in a wet
or dry state. Functional: Refers to whether an
object is in working condition or broken. Wear-
ing: Applies to humans, indicating whether they
are dressed or not. Open: Refers to whether an
object (e.g., a door or container) is open or closed.
Conscious: Denotes whether a human is con-
scious or unconscious. Temperature: Refers to
the relative temperature of an entity, e.g., hot or
cold. Solid: Describes whether an object is in
a solid state. Occupied: Indicates whether an
object (e.g., a container) is occupied or contains
something. In pieces: Refers to whether an ob-
ject is intact or has been broken into pieces. Select
one of them after reading the story.

We select some examples from our GITA4CALAMITA
dataset to be used as few-shot examples. For some of the
tests we randomly select the examples, for others, we base
our choice on their variability. We select stories where
all possible combination of conflicting sentences were
happening; at the same time, within the selected stories
we try to include most of the physical states annotated.

3.6. Detailed data statistics
The GITA4CALAMITA dataset is an Italian test com-
posed by a total of 356 stories. The statistics of the
GITA4CALAMITA dataset are in Table 2.

Measures GITA4CALAMITA
plausible stories 117
implausible stories (ORDER) 122
implausible stories (CLOZE) 117
total stories 356

Table 2
Statistics of GITA4CALAMITA

4. Metrics
The metrics involved in our tasks for the
GITA4CALAMITA benchmark are the following
ones:

• Accuracy assesses the traditional measure of end
task accuracy, which quantifies the proportion
of testing examples where plausible stories and
implausible stories are accurately identified.

• Consistency measures the proportion of testing
examples where not only the implausible story is
correctly identified, but also the conflicting sen-
tence pair for the implausible story is accurately
identified. The aim is to demonstrate the model’s
consistency in recognizing conflicts when reason-
ing about plausibility.

• Verifiability evaluates the proportion of testing
examples where not only the implausible story
and the conflicting sentence pair for the implau-
sible story are correctly identified, but also the
underlying physical states that contribute to the
conflict are accurately identified. This demon-
strates that the detected conflict can be validated
through a correct understanding of the underly-
ing implausible change of physical states.

Taking into consideration the three different metrics,
in Table 3 we report the results in our test set. We per-
form experiments using the base and instruct Llama 3.1,
Gemma 2 and Mistral models of various sizes. Each met-
ric is obtained from a different task, where models are
evaluated in the instances that are only guessed correctly
in the previous tasks. All tasks are evaluated in a 3-shot
setting, using random examples from the test set. For
models that support system prompt (Llama3.1 models),
the description of each task is included there, for models
that do not support it (Gemma2 and Mistral models) the
task description is included in the first user input. Each
few-shot instance is formatted as a multiturn conversa-
tion between user and assistant. Next, we describe the
main findings from these results.

Model Size and Performance: Generally, larger mod-
els (e.g., Llama-3.1 70B) outperform smaller models across
the metrics. The 70B Llama-3.1 models show improve-
ments over their 8B counterparts, particularly in consis-
tency and verifiability. Gemma2 models also show im-
provements when bigger models are used. There are two
exceptions in the case of the accuracy: Gemma2-Instruct
9B and Llama-3.1-Instruct 8B achieve better results than
their bigger counterparts Gemma2 27B and Llama3 70B.
They also outperform the base models.



Model Size Accuracy Consistency Verifiability
Overall Cloze Order Plausible Overall Cloze Order Overall Cloze Order

Gemma-2 (base) 9B 72.75 86.96 70.49 61.34 32.35 45.22 20.66 12.18 16.52 8.26
Gemma-2-Instruct 9B 76.12 85.22 60.66 83.19 38.66 58.26 20.66 17.65 30.43 5.79
Gemma-2 (base) 27B 75.28 89.57 59.02 78.15 39.07 55.65 23.97 21.85 31.30 13.22
Gemma-2-Instruct 27B 73.88 80.00 54.10 88.24 39.08 60.87 19.00 24.79 40.87 9.92

Llama-3.1 (base) 8B 60.96 70.43 60.66 52.10 26.47 33.04 20.66 11.34 13.04 9.92
Llama-3.1-Instruct 8B 77.25 93.91 90.16 47.90 37.39 53.91 22.31 10.50 16.52 4.96
Llama-3.1 (base) 70B 82.02 94.78 92.62 58.82 57.14 66.96 47.93 28.99 36.52 21.49
Llama-3.1-Instruct 70B 74.16 99.13 98.36 25.21 68.07 82.61 54.55 18.07 25.22 11.57

Mistral-V0.3 (base) 7B 60.39 66.96 54.92 59.66 20.59 27.83 14.05 6.72 11.30 2.48
Mistral-Instruct-V0.3 7B 59.83 67.82 27.05 85.71 21.00 40.87 2.48 9.24 19.13 0.00

Table 3
Results of the base and instruct Llama 3.1, Gemma 2 and Mistral models of various sizes

Instruction Tuning Effects: Instruction-tuned ver-
sions (e.g., Gemma-2-Instruct, Llama-3.1-Instruct) typi-
cally outperform their base counterparts. There are ex-
ceptions such as order accuracy for LLama 3.1 70B and
Gemma 2 9B. However, Mistral-V0.3-Instruct is very sim-
ilar or worse than the base model and generally is more
biased, it tends to classify as plausible the stories and it
performs better in Cloze than in Order.

Cloze, Order and Plausible Most models perform
generally better on Cloze examples compared to Order
examples. This is consistent across models and metrics.
Models are generally better in Cloze and Order than in
Plausible. This could be explained by the bias of the
models to answer true or false when they are asked if
the story is plausible. Models also see double implausible
few-shot examples, which could also cause models to
give that answer more frequently.

5. Limitations
This study has some limitations that should be acknowl-
edged. Firstly, only one prompt was tested for each task,
which may not fully capture the potential variability in
performance. Additionally, the models used were mul-
tilingual but not specifically tailored for the Italian lan-
guage, potentially affecting the accuracy of the results
for Italian-specific tasks. Furthermore, the dataset used
in this study was limited to stories within the household
domain, which may not generalize well to other contexts.

6. Ethical issues
The dataset contains stories that may prototypically oc-
cur in Italian households. While most of these narratives
are likely to be familiar to a broad audience, people from
different cultural backgrounds may find some of the sto-
ries less frequent.
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A. Annotations in the dataset
These are the attributes that encode the metadata and
linguistic information in the GITA dataset:

• story_id: refers to the number of the story for
both plausible and implausible stories.

• worker_id: refers to the name assigned to a spe-
cific worker during the creation of the story.

• type: refers to cloze or order and it is a label used
only in implausible stories.

• idx: refers to the implausible dataset, where there
is more than one implausible story for a given
story number; for example, if we have more than
one implausible version of a plausible story (we
created more than an implausible story chang-
ing the order of our sentences more than once),
the index number indicates to which implausible
example we are referring.

• aug: refers to possible automatic data augmenta-
tion techniques that can be taken into account for
future works to resolve an overfitting problem.

• actor: refers to the human agent of the story.
• location: refers to the room where the story

takes place.
• objects: refers to all the inanimate entities that

we find into each story.
• sentences: includes the 5 sentences in the story.
• length: refers to the number of sentences in each

story.
• example_id: corresponds to the story number

and includes letters for implausible stories.
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• plausible: is TRUE when the story is plausible
and FALSE when it is implausible.

• breakpoint: refers to the sentence where the
story becomes implausible, where the conflict be-
comes evident; in plausible stories the breakpoint
is always -1.

• conlict_sents: refers to the other sentence in the
story that together with the breakpoint sentence
makes the story implausible; in plausible stories
this field is blank.

• conlict_pairs: refers to the conflict pair of sen-
tences, gathering the two previous labels; in plau-
sible stories this field is blank.

• states: includes all the physical states annota-
tions for all the stories.

B. Annotation environment

a c t o r :
Marco
o b j e c t s :
f r i g o l a t t e t a z z a c u c c h i a i o
s tory_number ( same as s t o r y _ i d in

quo t e s ) :
‘ 0 ’
s t o r y _ i d (NO quotes , NO l e t t e r , on ly

number ) :
0
worker_ id ( in quo t e s ) :
‘GAP ’
type ( n u l l for p o s i t i v e , order , or

c l o z e , in quo t e s ) :
n u l l
i dx ( nu l l , or same as NUMBER in s t o r y

number ) :
n u l l
aug ( f a l s e ) :
f a l s e
l o c a t i o n ( in quo t e s ) :
‘ c u c i na ’
s e n t e n c e s :
Marco ha ape r t o i l f r i g o . Marco ha

pre so i l l a t t e . Marco ha pre so
l a t a z z a . Marco ha pre so i l
c u c c h i a i o . Marco ha messo i l
c u c c h i a i o n e l l a t a z z a .

l e ng t h :
5
example_ id ( same as s t o r y number , i n

quo t e s ) :
‘ 0 ’
p l a u s i b l e :
true

b r e akpo i n t :
−1
c o n f l _ s e n t s ( type only [ ] ) :
[ ]

Listing 1: Annotation environment.
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