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Abstract

Pre-trained word embeddings (for example,
BERT-like) have been successfully used in a
variety of downstream tasks. However, do all
embeddings, obtained from the models of the
same architecture, encode information in the
same way? Does the size of the model corre-
late to the quality of the information encoding?
In this paper, we will attempt to dissect the
dimensions of several BERT-like models that
were trained on the French language to find
where grammatical information (gender, plu-
rality, part of speech) and semantic features
might be encoded. In addition to this, we pro-
pose a framework for comparing the quality of
encoding in different models.

Keywords: interpretability, word embeddings,
intrinsic evaluation, BERT.

1 Introduction

With over 95,000 citations (and counting) since its
publication in 2019, BERT (Devlin et al., 2019) can
be considered one of the most prominent Large Lan-
guage Models (LLMs) architectures in the current
state of the art, finding applications in fields rang-
ing from text to image generation (Rombach et al.,
2022) to protein structure prediction (Jumper et al.,
2021), still showing competitive results (Samuel
et al., 2023). We can attribute one of the reasons for
such a successful and wide-range usage of BERT-
like models to the word embeddings (multidimen-
sional word representations) they produce.

However, with ever-growing model sizes, the in-
terpretability of dimensions of the learned represen-
tations is still a complex task. While the number
of parameters is constantly growing, the perfor-
mance of the models is not improving as rapidly,
and we are facing diminishing returns with the in-
creased model and training data scale (Kaplan et al.,
2020, van Schijndel et al., 2019). Additionally, the
size of available data does not grow at the same

rate as the model hyperparameters and all possible
training data for Language Models might be ex-
hausted between 2030 and 2040 (Villalobos et al.,
2022). Therefore, shifting the research focus from
constantly increasing the training datasets towards
understanding more about existing models, their
parameters (and how they can be improved) might
become necessary in the nearest feature.

In this paper, we propose an intrinsic metric eval-
uating the quality of information encoding (InfEnc)
and suggest a framework that allows the identifi-
cation of the best dimension candidates of word
embeddings that potentially encode target infor-
mation (in our experiments: grammatical number
and gender for French nouns and adjectives, part
of speech (POS) for French nouns, adjectives, and
verbs, and semantic information for French nouns).

2 Related works

The explainability and interpretability of LLMs
have become a growing interest for researchers.
One of the approaches to the problem is to learn an
explainable distributional word embedding model
linking each feature to a word (for example,
Snidaro et al., 2019). In this work, the represen-
tations were learned from a co-occurrence matrix,
which allowed for high interpretability of the em-
beddings. However, the representations were un-
derperforming on similarity tasks such as WS-353
in comparison to other distributional representa-
tion models such as GloVe (Lee et al., 2020) and
BERT-like embeddings (Chronis and Erk, 2020).

Another approach to interpretability is to probe
pre-trained models (Alain and Bengio, 2016; Be-
linkov, 2022; Tjoa and Guan, 2020). Torroba Hen-
nigen et al., 2020 focus on intrinsic probing that
aims not only to identify if a linguistic feature is
encoded in representations but additionally how
the information is encoded. According to this defi-
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nition, our work remains in the scope of intrinsic
evaluation. Torroba Hennigen et al., 2020 propose
a method to efficiently detect the most relevant sub-
set overall features whereas we pre-select an initial
subset and compute a score for each pre-selected
feature.

Miaschi et al., 2020 explore the usefulness of
word embeddings to predict features at the sen-
tence level (length, depth of the syntactic parsing
tree, etc.). The sentence embeddings are obtained
by merging word embeddings (by sum, maximum,
minimum, and average operators). The authors do
not explore which features encode linguistic infor-
mation. For Ravichander et al., 2021, the objective
is also not to dissect word embeddings in order to
find features encoding linguistic information, but
to study the usefulness of linguistic information for
a classification task at sentence level. Contrary to
these works, our objective is not to explore linguis-
tic features at the sentence level, but at the word
level.

3 Models

In our work, we compared word embeddings of
10 different BERT-like models working with the
French language, details about which can be found
in Table 1.

mBERT
Being the multilingual version of BERT (Devlin
et al., 2019), mBERT can be considered as the base-
line for multilingual word embeddings. mBERT
is a bi-directional model trained with the Masked
Language Modelling (MLM) and the Next Sen-
tence Prediction (NSP) objectives. The data used
for the training of mBERT was sourced from the
dump multilingual Wikipedias for 104 different
languages, including French1.

DistilBERT
DistilBERT (Sanh et al., 2019) was created in re-
sponse to the growing sizes of models. It was
shown that despite being 40% smaller than the
original BERT, DistilBERT has comparable per-
formance on downstream tasks (Sanh et al., 2019,
Jia et al., 2021, Abdaoui et al., 2020).

XLM-R
XLM-RoBERTa (or XLM-R) was created to ad-
dress the underperformance of the traditional BERT

1https://github.com/google-research/
bert/blob/master/multilingual.md

architecture on low-resource languages (Conneau
et al., 2020). The model was trained on 2.5TB of
CommonCrawl corpus (Wenzek et al., 2020), out
of 56.8GB (2.3%) were the French data. The model
was trained with the MLM objective, using only
monolingual data in each of the 100 languages.

CamemBERT
Unlike the models listed above, CamemBERT
(Martin et al., 2020) is a monolingual BERT-like
model, the architecture of which is similar to that
of RoBERTa (Liu et al., 2019). The model was
trained on the OSCAR dataset (Ortiz Suárez et al.,
2019) (monolingual corpora retrieved from Com-
monCrawl dataset snapshots), comprising 138GB
of raw French data.

FlauBERT
Similarly to CamemBERT, FlauBERT (Le et al.,
2020) is a monolingual French BERT-like model. It
was trained with the MLM objective on 71GB of di-
verse French data, out of which 43GB (60%) were
obtained from CommonCrawl data, 9GB (13%)
from NewsCrawl (Li et al., 2019) corpus, around
7GB (9%) from Wikipedia and Wikisource dumps,
with the remaining part of the dataset being consti-
tuted from various data sources.

3.1 Extracting word embeddings
Word embeddings of BERT-like models are contex-
tual: if a certain word has multiple senses, its rep-
resentation might change depending on the sense
(Miaschi et al., 2020, Ethayarajh, 2019). In our
experiments, we encode every word from the ob-
tained vocabulary using the models and retrieve
weights of the last layer to obtain embeddings, as-
suming that following this procedure we can get
the most frequent representation of the word by a
given model2. Likewise, to avoid ambiguity, we
only consider words that are uniquely a noun, an
adjective, or a verb.

For similar reasons, if a word is tokenized into
multiple pieces, we consider that the tokens might
contain ambiguous meanings (compare: simple-
ment (’simply’) → [simple, ment] and mentons
(’[we] lie’) → [ment, ons]3). Therefore, to avoid
this sort of uncertainty, we only consider embed-
dings of words that are directly in the learned vo-
cabulary of models (tokenized as one token). This

2CLS and end of the string tokens were discarded and not
included in the obtained representations.

3For simplement, ment is the suffix for adverbs whereas
for mentons, ment is the root of the verb mentir.
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Model Embedding size # of parameters # of layers Vocabulary size Tokenization Training objective
FlauBERTsmall 512 54M 6 68K Byte-Pair Encoding MLM
DistilBERT 768 66M 6 119K WordPiece MLM
CamemBERTbase 768 110M 12 32K SentencePiece multilingual MLM
mBERTbase (cased and uncased) 768 110M 12 105K WordPiece MLM, NSP
FlauBERTbase (uncased) 768 137M 12 67K Byte-Pair Encoding MLM
FlauBERTbase (cased) 768 138M 12 68K Byte-Pair Encoding MLM
XLM-Rbase 768 270M 12 250K SentencePiece multilingual MLM
FlauBERTlarge 1024 373M 24 68K Byte-Pair Encoding MLM
XLM-Rlarge 1024 550M 24 250K SentencePiece multilingual MLM

Table 1: Model sizes for different French BERT-like models (sorted by the number of parameters).

approach also allows us to focus only on the most
frequent words that the models have learned during
their training.

3.2 Vocabulary and grammatical information

Morphalou (Romary et al., 2004) was used to ob-
tain the initial vocabulary of French words, along-
side the grammatical information (gender, number,
POS). Morphalou is a lexical resource, that fol-
lows the Lexical Markup Framework (LMF) format
and contains over 99,000 nouns and their inflected
forms, over 14,000 verbs, and over 36,000 adjec-
tives. The corpus contains other POS as well, how-
ever, their investigation lies outside of the scope of
our project.

For each noun, adjective, or verb entry of Mor-
phalou, we attempt to get a word embedding4 by
a given model. If the word is in the model vocab-
ulary (tokenized as one token), we store this word
and the corresponding grammatical information.
For each word in the vocabulary of the models we
stored its POS, grammatical number and gender (if
applicable), and word embedding, afterward apply-
ing min-max normalization to the obtained word
embeddings for each model.

The sizes of obtained datasets can be found in
Table 2, and it can be noticed that the multilingual
models have significantly smaller French vocabu-
lary sizes, which can be expected due to French
data being only a part of the final vocabulary of the
model.

3.3 Semantic information

Additionally, FrSemCor’s Sequoia corpus (Barque
et al., 2020) was used in order to retrieve semantic
information about the obtained words. The cor-
pus contains 12,917 French nouns annotated with
24 "supersenses" (e.g. Act, Person, State, Institu-
tion, etc). In our work we focus only on the PER-

4For all listed models, we extracted hidden states of the
last layer to treat them as the word embeddings of the model,
without any fine-tuning.

Model Cased Nouns Adjectives Verbs
FlauBERTsmall ✓ 12,807 6,504 5,425
DistilBERT ✓ 3,858 925 1,079
CamemBERTbase ✓ 8,945 4,584 3,852
mBERTbase 6,065 2,353 2,163
mBERTbase ✓ 3,858 925 1,079
FlauBERTbase 15,579 7,590 6,377
FlauBERTbase ✓ 12,807 6,504 5,425
XLM-Rbase ✓ 3,401 895 1,233
FlauBERTlarge ✓ 12,807 6,504 5,425
XLM-Rlarge ✓ 3,401 895 1,233

Table 2: Number of word embedding obtained by dif-
ferent models by POS.

SON5 and ACT6 as being one of the most frequent
senses in the corpora, as well as in the vocabulary
of models. The number of word embeddings of
each model associated with the supersenses can be
found in Table 3.

Model Cased Act Person
FlauBERTsmall ✓ 405 354
DistilBERT ✓ 157 139
CamemBERTbase ✓ 311 285
mBERTbase 182 156
mBERTbase ✓ 157 139
FlauBERTbase 417 364
FlauBERTbase ✓ 405 354
XLM-Rbase ✓ 110 70
FlauBERTlarge ✓ 405 354
XLM-Rlarge ✓ 110 70

Table 3: The number of word embeddings obtained by
different models by supersense.

4 Experimental protocol

As mentioned above, our approach consisted
of combining word embeddings with grammati-
cal/semantic information, extracted from human-
annotated sources where the final list of tested fea-
tures consisted of grammatical gender for nouns
and adjectives, grammatical number for nouns and
adjectives, POS for nouns, adjectives and verbs,
and semantic categories for nouns. In order to use
the annotations, a decision was made to create a bi-
nary vector for each feature: 1 was assigned to if a

5Examples: étudiants (’students’), neveu (’nephew’),
femme (’woman’).

6Examples: ablation (’ablation’), acceuil (’reception’).
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word possessed a certain feature and 0 - otherwise7.
Due to the relatively small sizes of the datasets of

annotated word embeddings, we opted to incorpo-
rate 5-fold cross-validation (Fushiki, 2011) instead
of the traditional train/test split.

4.1 Intrinsic evaluation of information
encoding quality

It can be presumed that the information is encoded
either throughout all dimensions of a word embed-
ding or in a smaller subset of dimensions. However,
identifying the exact subset is essentially compu-
tationally impossible (the number of dimension
combinations ranging from 2512 for smaller models
to 21024 for larger ones). Therefore, we propose an
approach to identify dimension subsets’ candidates
that can potentially contain the target information
using the following steps:

• Identify sets of dimensions that are not inde-
pendent of the feature vector and their inter-
sections;

• Identify sets of important dimensions that are
likely to be important for encoding the feature
and their intersections;

• Compare the accuracy among each found di-
mension subset and all dimensions of the word
embedding.

4.1.1 Dependent dimensions
The intuition is that if a dimension is classified
as dependent from the feature vector, it can be a
potential candidate that encodes the information.
As a way to find dependent dimensions, we per-
form two types of tests: Mutual Information (MI)
(Kraskov et al., 2004) test and one-way ANOVA
test. Additionally, we find the intersection between
the sets of dimensions found by the MI test and the
ANOVA test, to get another subset of dimension
candidates.

As for the MI test, for i = 1...n, where n is the
number of dimensions in an embedding, f is the
feature vector for all words of the vocabulary, we
check the condition MI(di, f) > 0 and if it is ful-
filled we add di to the list of dependent dimensions
detected by the MI test.

The ANOVA test operates with the null hypoth-
esis that both samples have the same population
mean, which in our case would represent values of

7For gender, 1 = feminine and 0 = masculine. For number,
1 = plural and 0 = singular.

dimensions where f = 0 and f = 1 have the same
distribution. Therefore, for i = 1...n, di is split
into two samples (dif=0

(values of dimension di for
words that have the associated value f = 0) and
dif=1

(generated similarly to dif=0
), the one-way

ANOVA test is performed using the samples and if
p-value < 0.01, di is added to the list of dependent
dimensions detected by the ANOVA test.

4.1.2 Important dimensions
Another assumption we operate under is that some
dimensions are more important than others in en-
coding the feature information. For this, we per-
formed a series of tests that allowed us to rank the
dimensions and picked only the top α% of them as
important dimensions. The first approach to iden-
tifying important dimensions involves training a
Logistic Regression (LR) model using all dimen-
sions of an embedding with the feature vector f
being used as its target. The absolute weights of
the trained LR classifier that are associated with
each dimension are sorted in descending order, and
top α% are selected as important dimensions found
by the LR test. Similarly, we train a Perceptron
classifier following exactly the same approach.

Finally, for i = 1...n we computed corr(di, f)
where n is the number of dimensions, f is the fea-
ture vector and corr is the Point-biserial correlation
coefficient. The dimensions were then sorted by
the absolute values of the associated correlation
score and the top α% were selected as the ones
highlighted by the correlation test. The decision to
use the Point-biserial correlation was driven by the
fact that it is possible to use the metric with contin-
uous (dimension values) and discrete (the feature
vector) and in our case is synonymous with easily
computable Pearson correlation.

Moreover, for each α we calculate the intersec-
tion between all groups of important dimensions in
order to find additional subsets of dimension candi-
dates. All the tests were repeated for the following
values of α: [1, 5, 10, 25, 50, 75].

4.1.3 Computing predictions
Having identified a set S consisting of 28 dimen-
sion subsets for each model’s embeddings (all di-
mensions, 3 subsets of dependent dimensions, 24
subsets of important dimensions), we use each sub-
set of dimensions to predict values of f on the test
set.

To do this for each s ∈ S we compute the me-
dian values of each d ∈ s associated with f = 0
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and for f = 1 on the train set separately. After
this process, we obtain two vectors: med0 and
med1. Following that, for each word embedding
wtest we select only dimensions dd∈s and compute
Mean Absolute Error between wtestd and med0
(mae0), as well as Mean Absolute Error between
wtestd and med1 (mae1). If mae0 < mae1, the
predicted value of the feature vector ftest is 0, and
1 otherwise. Having obtained predictions for all
words in the test set, we compute prediction ac-
curacy. Finally, we selected the subset s with the
highest accuracy to be the best candidate. Predic-
tion accuracy for best candidates in each fold is
averaged among 5 folds, and the final metric is
considered to be InfEnc.

4.2 Stable dimensions
The process of 5-fold cross-validation additionally
allowed us to validate if a certain dimension ap-
pears in the best candidate subset for feature f
consistently throughout all 5 folds. If it does, we
consider such dimension to be a stable dimension
for the feature f .

5 Results

Following the protocol above, we calculated InfEnc
for all listed models for encoding quality of gram-
matical gender (for adjectives and nouns), gram-
matical number (for adjectives and nouns), POS,
and semantic supersenses. It is worth noting that
for observed experiments, subsets of dimensions
appear to achieve higher accuracy in the vast ma-
jority of cases.

5.1 Grammatical gender
We performed experiments for gender in 3 parts:
nouns (N), adjectives (A), and nouns and adjectives
(N+A) combined (the results can be found in Table
4).

Model Cased N A N+A
FlauBERTsmall ✓ 0.805 [2] 0.95 [1] 0.794 [2]
DistilBERT ✓ 0.605 [4] 0.682 [3] 0.626 [4]
CamemBERTbase ✓ 0.534 [9] 0.538 [9-10] 0.546 [8]
mBERTbase 0.516 [10] 0.538 [9-10] 0.537 [9-10]
mBERTbase ✓ 0.552 [8] 0.612 [5] 0.537 [9-10]
FlauBERTbase 0.59 [5] 0.587 [8] 0.585 [6]
FlauBERTbase ✓ 0.669 [3] 0.653 [4] 0.655 [3]
XLM-Rbase ✓ 0.557 [7] 0.589 [7] 0.565 [7]
FlauBERTlarge ✓ 0.895 [1] 0.933 [2] 0.905 [1]
XLM-Rlarge ✓ 0.575 [6] 0.6 [6] 0.6 [5]

Table 4: InfEnc results for the grammatical gender
feature, the best results are bolded. The rank is added in
square brackets.

We can notice that despite being described as

partially trained, only recommended for debugging
by the authors8, and the smallest out of all mod-
els tested, FlauBERTsmall achieves the best score
in encoding information about adjectives gender.
Similarly, the second smallest model DistilBERT
trained on multilingual data performs comparably
to FlauBERTbase, trained only on French data.

As could be expected, generally, multilingual
models perform significantly worse in the quality
of French gender encoding. Surprisingly, Camem-
BERT scores in InfEnc are as low as those of mul-
tilingual models which could be attributed to its
tokenization method, further commented on in Sec-
tion 6.1. Moreover, one could notice that uncased
models appear to perform worse in information en-
coding than their cased variants (both for mBERT
and FlauBERTbase).

5.2 Grammatical number

Similarly to gender, the evaluation of the quality of
encoding number information was conducted in 3
parts: nouns, adjectives, and nouns and adjectives
combined (see Table 5). It can be seen that on aver-

Model Cased N A N+A
FlauBERTsmall ✓ 0.951 [2] 0.957 [2] 0.943 [2]
DistilBERT ✓ 0.698 [4] 0.706 [4] 0.692 [4]
CamemBERTbase ✓ 0.518 [10] 0.551 [10] 0.539 [10]
mBERTbase 0.562 [9] 0.563 [9] 0.569 [9]
mBERTbase ✓ 0.604 [6] 0.57 [7] 0.588 [8]
FlauBERTbase 0.651 [5] 0.597 [6] 0.645 [5]
FlauBERTbase ✓ 0.709 [3] 0.736 [3] 0.697 [3]
XLM-Rbase ✓ 0.589 [8] 0.641 [8] 0.598 [7]
FlauBERTlarge ✓ 0.956 [1] 0.959 [1] 0.953 [1]
XLM-Rlarge ✓ 0.599 [7] 0.647 [5] 0.64 [6]

Table 5: InfEnc results for the grammatical number
feature, the best results are bolded. The rank is added in
square brackets.

age multilingual models appear to encode number
information better than grammatical gender, one
of the explanations for such phenomena could be
the fact that the plural form of French nouns is
formed similarly to plural forms in other languages,
therefore, models could have more exposure to this
vocabulary during training.

Similarly, as for gender, we can notice smaller
models perform either on par (FlauBERTsmall) or
better (DistilBERT performing better than non-
distilled mBERT) than their bigger counterparts.
Likewise, uncased models show lower InfEnc
scores than the cased versions.

8https://github.com/getalp/Flaubert
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5.3 POS

For POS, the experiments were performed in 3
parts: nouns (N) encoded as 1s and non-nouns as
0s; adjectives (A) encoded as 1s and non-adjectives
as 0s; verbs (V) encoded as 1s and non-verbs as
0s. The corresponding results can be found in
Table 6. What can be noticed is that for most

Model Cased N A V
FlauBERTsmall ✓ 0.893 [2] 0.896 [1] 0.938 [1]
DistilBERT ✓ 0.641 [5] 0.671 [3] 0.659 [5]
CamemBERTbase ✓ 0.548 [9] 0.573 [8] 0.579 [9]
mBERTbase 0.539 [10] 0.532 [10] 0.543 [10]
mBERTbase ✓ 0.573 [8] 0.563 [9] 0.608 [8]
FlauBERTbase 0.689 [3] 0.639 [4] 0.718 [3]
FlauBERTbase ✓ 0.643 [4] 0.611 [6] 0.695 [4]
XLM-Rbase ✓ 0.594 [6] 0.596 [7] 0.615 [7]
FlauBERTlarge ✓ 0.901 [1] 0.889 [2] 0.937 [2]
XLM-Rlarge ✓ 0.586 [7] 0.618 [5] 0.616 [6]

Table 6: InfEnc results for the encoding of POS infor-
mation, the best results are bolded. The rank is added in
square brackets.

models, except DistilBERT, the score for encod-
ing verb information is the highest among all in-
vestigated POS. Also, interestingly, the uncased
FlauBERTbase model performs better than the cased
one in POS information encoding, contrary to the
gender and number information encoding. Simi-
larly to previous results, FlauBERTsmall and Distil-
BERT show either better or comparable results to
bigger models.

5.4 Semantic supersenses

Model Cased Act Person
FlauBERTsmall ✓ 0.809 [1] 0.868 [2]
DistilBERT ✓ 0.699 [3] 0.695 [3]
CamemBERTbase ✓ 0.564 [9] 0.581 [8]
mBERTbase 0.498 [10] 0.5 [10]
mBERTbase ✓ 0.598 [8] 0.651 [6]
FlauBERTbase 0.63 [5] 0.659 [4]
FlauBERTbase ✓ 0.666 [4] 0.653 [5]
XLM-Rbase ✓ 0.629 [6] 0.618 [7]
FlauBERTlarge ✓ 0.806 [2] 0.87 [1]
XLM-Rlarge ✓ 0.624 [7] 0.562 [9]

Table 7: InfEnc results for the encoding of supersense
information, the best results are bolded. The rank is
added in square brackets.

As we can see in Table 7 the results of InfEnc for
the semantic features, the mBERT uncased score
is the poorest through all experiments run. Even if
FlauBERTlarge is still showing comparatively high
results in the metric, we can notice a big drop in
accuracy from the previous experiment results for
the model; this could potentially be a sign of the
complex nature of semantic features in comparison
to grammatical ones.

5.5 Correlation with classification task

To validate if the obtained InfEnc scores are rep-
resentative of the performance of the embeddings
in downstream tasks, for each model, we trained 5
different classifiers: LR, Decision Tree (DT), Ran-
dom Forest (RF), Naive Bayes (NB), and K-Nearest
Neighbors (KNN). For the targets of classification,
we used the encoded feature vectors f (gender, num-
ber, POS, semantic information). We calculated
the mean accuracy for each classifier across 5 folds
and additionally mean accuracy among all classi-
fiers, and computed Pearson correlation between
obtained accuracies and the InfEnc scores of the
models. As can be seen in Figure 1, the obtained

Figure 1: Correlation between accuracies of classifiers
and InfEnc scores for each model. "Mean" stands for
mean accuracy between all classifiers.

correlation is very high. It can be argued that it
is linked to using LR weights as a way to extract
meaningful dimensions, however, it can be noticed
that the correlation between LR accuracies and In-
fEnc scores is among the lowest for multiple tasks.
Hence, we can assume that InfEnc scores can be a
good predictor of classification performance by dif-
ferent classification models. Moreover, it is worth
remarking that the correlation with accuracies for
classifying semantic features ("Person" and "Act")
appears to be lower than for the grammatical fea-
tures, which can be explained by a more subjective
structure of such features.

5.6 Stable dimensions

As can be seen in Table 8, except for FlauBERT
family models we could not find stable dimensions
for all possible features for other models. For Dis-
tilBERT, we managed to obtain stable dimensions
for all features except for the ones responsible for
encoding the POS of adjectives. However, even
finding a single stable dimension can be beneficial:
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(a) FlauBERTsmall

(b) FlauBERTbase
(cased)

(c) FlauBERTbase (un-
cased) (d) FlauBERTlarge (e) DistilBERT

Figure 2: Number of overlapping dimensions for noun gender, number, and POS features. Note that when the three
sets overlap (a, c, and d subgraphs), the number of overlapping dimensions given in the intersection of the three sets
is also included in the other intersections of the two sets.

(a) FlauBERTsmall

(b) FlauBERTbase
(cased)

(c) FlauBERTbase
(uncased) (d) FlauBERTlarge (e) DistilBERT

Figure 3: Number of overlapping dimensions for POS features. Note that when the three sets overlap (a and d
subgraphs), the number of overlapping dimensions given in the intersection of the three sets is also included in the
other intersections of two sets.

Figure 4: Number of overlapping stable dimensions for
noun gender for all FlauBERT models.

for XLM-Rbase we found only one stable dimen-
sion for the adjective number (d467) that has InfEnc
score of 0.628 (which is comparable to the score
observed in Table 5).

Regarding grammatical information, we noticed
that the patterns of encoding are different from
model to model (can be seen in Figure 2): some
models have dimensions that appear to encode
number, gender, and POS simultaneously (like
FlauBERTsmall, for example); others, have no over-
lap between such dimensions (e.g. DistilBERT).
On the other hand, for all FlauBERT models and

Figure 5: Number of overlapping stable dimensions for
noun POS for all FlauBERT models.

DistilBERT we could find dimensions that appear
to encode both information about a word being a
noun and a word being a verb (see Figure 3).

Additionally, we could find that some stable di-
mensions that are shared between FlauBERTsmall
and FlauBERTlarge (see Figures 4 and 5). This
fact could be explained by the highest number of
stable dimensions that we observed in these mod-
els. We discovered that all models of FlauBERT
family share dimension d177 in stable dimension
corresponding to the gender of a noun and addition-
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Model Cased Gen_N Gen_A Gen_N+A Num_N Num_A Num_N+A POS_N POS_A POS_V Act Person
FlauBERTsmall ✓ 100 175 74 213 107 127 92 77 24 48 95
DistilBERT ✓ 4 18 14 22 0 15 3 0 5 3 1
CamemBERTbase ✓ 0 1 0 0 0 9 1 0 0 1 0
mBERTbase 0 0 3 0 0 4 1 0 0 0 0
mBERTbase ✓ 0 5 0 0 0 0 1 0 0 0 6
FlauBERTbase 40 26 47 120 4 91 20 5 49 2 5
FlauBERTbase ✓ 123 22 68 22 4 7 18 5 22 14 1
XLM-Rbase ✓ 0 0 0 2 1 0 1 1 0 1 1
FlauBERTlarge ✓ 203 134 227 107 151 195 101 58 73 50 63
XLM-Rlarge ✓ 0 0 1 0 0 1 0 1 1 0 0

Table 8: The number of stable dimensions for each feature.

ally all cased FlauBERT models have d55 among
dimensions corresponding to POS of nouns9.

6 Discussion

We believe that identifying dimensions with gram-
matical or semantic features can be used both dur-
ing training models, combined with reinforcement
training, ensuring a better quality of encoding of
information, and as a way to find the best-suited
model for the downstream task, as well as evalu-
ating the effect of fine-tuning on the encoding of
the target features. Due to time and resource limi-
tations, our experiments were limited in terms of
studied features and language which we hope to ad-
dress in further work. We believe that the research
could benefit from incorporating other semantic
and grammatical features. However, additionally,
we propose the following topics for discussion.

6.1 Differences in tokenization
Investigated models use different tokenization
algorithms: BERT and DistilBERT use Word-
Piece embeddings (Wu et al., 2016), XLM-R and
CamemBERT incorporate SentencePiece tokeniza-
tion (Kudo and Richardson, 2018) and FlauBERT
utilizes Byte-Pair Encoding (BPE) algorithm (Sen-
nrich et al., 2016). As can be seen from Tables
1 and 2, the tokenization quite significantly af-
fects the size of the extracted vocabulary. Pre-
cisely, CamemBERT is much less likely to tok-
enize a noun, adjective, or verb as one token than
FlauBERT. For example, the tokenization brunes
(’brown (plural)’) → [brune, s] or gaieté (’cheer-
fulness, joy’) → [ga, ie, té] signifies that despite
the relative commonality of words, CamemBERT
gives preference to subword tokenization. This
makes the extraction of important dimensions a
more complex task for models like this, therefore,
additional research needs to be performed where

9Find the list of all retrieved stable dimensions in Appendix
A and the corresponding accuracy of classifiers in Appendix
B.

the effect of tokenization on the information encod-
ing is studied.

It is also worth mentioning that in our work we
compared the models’ performance on vocabular-
ies specific to the model, however, it is worth in-
vestigating how the models would perform on a
certain basic vocabulary that all models share.

6.2 Changes in representation

Additionally, as was shown in our experiments,
smaller models can learn word embeddings that en-
code target features as effectively as larger models,
therefore, saving energy and computation capac-
ity. Investigating dimensions alongside training a
model can give a greater insight into how the target
features are learned. The researchers have previ-
ously found that the F1 score on downstream tasks
appears to plateau after a certain number of steps
(Müller-Eberstein et al., 2023), which can be ex-
panded in studying how a target feature encoding
changes with the number of steps.

7 Conclusion

In this paper, we proposed an intrinsic metric In-
fEnc and a framework allowing the extraction of
stable dimensions that potentially encode grammat-
ical or semantic information from word embed-
dings of BERT-like models trained on the French
language. Our findings include:

1. For all tested features, subsets of dimensions
appear to encode the information better than
all dimensions of word embedding.

2. Smaller size models can encode the target in-
formation on par or better than larger models.

3. Gender information appears to be better en-
coded in cased models, than in their uncased
counterparts.

4. Tokenization affects greatly the encoding of
information in word embeddings.
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5. There exist the same dimensions that appear
to encode target information in different sizes
of models (in our case, FlauBERT).

6. There are signs that noun-ness and verb-ness
can be encoded in the same dimensions.

7. For multilingual models, one or a small subset
of dimensions can encode information better
than a large subset of dimensions.

We believe that understanding what information
is encoded in each dimension can be beneficial for
a multitude of applications: identifying dimensions
encoding gender information can potentially help
to mitigate gender bias; knowing what dimensions
encode the information related to the downstream
task can lead to reducing dimensionality and there-
fore computational cost; contrastive and reinforce-
ment learning in combination with interpretable
embedding dimensions can be advantageous for
reduction of hallucination of LLMs.
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Appendix A Stable dimensions

In this section, you will find the retrieved stable dimensions for tested linguistic features for each model.

A.1 FlauBERTsmall

Feature Dimension list
Gender: Noun 0, 5, 7, 20, 25, 28, 30, 36, 40, 42, 50, 54, 62, 74, 85, 88, 95, 96, 100, 113, 115, 117, 121, 123, 124, 130, 133, 141, 142, 147, 152,

156, 160, 162, 173, 177, 181, 186, 192, 193, 195, 198, 200, 202, 210, 213, 214, 220, 234, 237, 239, 245, 250, 255, 256, 261,
265, 269, 276, 279, 292, 293, 296, 306, 310, 312, 315, 316, 318, 320, 332, 335, 352, 362, 363, 374, 376, 377, 387, 390, 403,
417, 426, 432, 434, 436, 439, 443, 455, 466, 468, 470, 477, 488, 490, 495, 497, 499, 501, 507

Gender: Adjective 0, 4, 5, 7, 8, 11, 12, 14, 26, 28, 30, 33, 36, 38, 39, 42, 45, 46, 50, 53, 54, 55, 56, 57, 59, 65, 67, 70, 72, 74, 75, 82, 83, 85, 88, 89,
94, 95, 96, 99, 114, 117, 121, 122, 123, 124, 133, 142, 144, 145, 147, 157, 160, 162, 167, 170, 175, 177, 178, 181, 184, 185,
187, 189, 192, 193, 195, 200, 202, 203, 206, 211, 213, 214, 222, 228, 230, 233, 234, 237, 245, 249, 250, 251, 255, 256, 260,
268, 274, 275, 276, 283, 284, 286, 287, 289, 290, 292, 293, 296, 300, 302, 304, 306, 309, 310, 313, 314, 316, 318, 320, 321,
331, 332, 333, 336, 339, 340, 341, 345, 348, 352, 353, 354, 357, 360, 362, 363, 364, 365, 366, 370, 372, 374, 376, 377, 379,
380, 385, 387, 389, 390, 396, 398, 399, 401, 409, 425, 426, 429, 430, 432, 436, 439, 443, 449, 450, 453, 461, 465, 466, 470,
471, 477, 478, 482, 486, 488, 489, 490, 500, 501, 503, 506, 507

Gender: Noun & Adjective 0, 7, 11, 25, 28, 36, 40, 42, 55, 62, 74, 88, 95, 100, 115, 117, 121, 124, 130, 144, 147, 149, 159, 160, 162, 175, 177, 181, 186,
192, 195, 198, 202, 210, 211, 237, 239, 245, 250, 256, 261, 265, 269, 270, 279, 292, 296, 300, 306, 309, 310, 315, 316, 318,
320, 332, 335, 363, 377, 387, 390, 403, 409, 432, 434, 443, 448, 455, 468, 470, 488, 490, 499, 507

Number: Noun 1, 3, 5, 6, 7, 8, 9, 10, 13, 15, 19, 21, 24, 25, 26, 27, 31, 37, 42, 43, 48, 50, 51, 52, 53, 54, 55, 56, 57, 66, 67, 69, 70, 73, 74, 76,
77, 80, 81, 83, 84, 86, 88, 89, 92, 96, 97, 99, 101, 107, 110, 111, 112, 114, 115, 117, 118, 119, 128, 129, 130, 131, 132, 133,
137, 138, 142, 148, 149, 150, 151, 154, 155, 156, 158, 160, 161, 164, 165, 167, 170, 171, 172, 175, 177, 181, 182, 183, 185,
187, 192, 198, 200, 205, 207, 208, 209, 210, 212, 213, 214, 220, 223, 224, 229, 238, 243, 244, 246, 250, 251, 252, 254, 255,
257, 259, 268, 269, 270, 273, 277, 278, 281, 282, 285, 286, 288, 289, 291, 295, 296, 297, 299, 302, 303, 305, 306, 307, 308,
309, 310, 311, 313, 317, 322, 326, 328, 330, 336, 337, 338, 342, 343, 351, 352, 353, 355, 356, 359, 360, 372, 373, 374, 376,
378, 381, 382, 384, 391, 399, 403, 404, 405, 413, 414, 416, 419, 420, 422, 423, 430, 431, 432, 433, 435, 438, 441, 442, 445,
451, 452, 453, 454, 455, 457, 458, 461, 462, 470, 473, 475, 477, 481, 485, 488, 489, 490, 492, 495, 506, 507, 510, 511

Number: Adjective 1, 3, 9, 15, 21, 24, 25, 50, 54, 56, 67, 69, 73, 74, 81, 83, 84, 96, 109, 112, 115, 125, 129, 131, 138, 149, 154, 156, 158, 159, 161,
165, 167, 172, 175, 181, 182, 183, 185, 191, 192, 198, 200, 205, 208, 210, 220, 224, 238, 250, 251, 252, 254, 257, 278, 285,
288, 289, 297, 303, 306, 310, 311, 313, 317, 337, 340, 342, 347, 351, 352, 353, 356, 359, 360, 372, 374, 378, 381, 384, 399,
403, 405, 410, 419, 420, 430, 445, 453, 454, 455, 458, 461, 462, 474, 475, 477, 479, 481, 483, 484, 485, 490, 495, 497, 499, 501

Number: Noun & Adjective 1, 3, 7, 8, 9, 10, 15, 21, 37, 42, 43, 50, 51, 52, 54, 55, 57, 62, 67, 69, 73, 74, 81, 83, 92, 96, 101, 110, 111, 115, 118, 119, 129,
131, 132, 138, 148, 149, 150, 154, 155, 156, 158, 160, 161, 165, 167, 172, 175, 177, 182, 183, 185, 192, 198, 200, 205, 208,
209, 210, 212, 213, 214, 220, 223, 246, 250, 251, 252, 254, 255, 257, 277, 278, 285, 288, 289, 295, 296, 297, 302, 303, 306,
308, 310, 311, 317, 322, 328, 330, 337, 338, 342, 351, 352, 355, 356, 359, 360, 372, 373, 374, 376, 378, 384, 399, 405, 419,
420, 422, 430, 432, 438, 445, 451, 454, 455, 461, 473, 475, 477, 485, 489, 495, 501, 506, 507

POS: Noun 11, 15, 29, 31, 33, 36, 37, 38, 41, 51, 53, 55, 57, 63, 65, 72, 73, 78, 82, 83, 92, 102, 103, 106, 112, 117, 122, 128, 130, 134, 141,
154, 155, 159, 164, 166, 168, 176, 178, 183, 192, 197, 198, 205, 207, 212, 224, 229, 233, 260, 275, 278, 281, 285, 286, 300,
303, 305, 314, 320, 339, 341, 346, 362, 378, 382, 387, 393, 395, 401, 404, 405, 409, 423, 424, 426, 434, 450, 452, 455, 458,
460, 462, 464, 465, 466, 468, 478, 480, 504, 508, 509

POS: Adjective 4, 9, 15, 31, 37, 39, 41, 44, 53, 56, 72, 73, 82, 84, 87, 92, 100, 111, 117, 119, 130, 134, 138, 139, 149, 153, 158, 159, 176, 199,
205, 213, 222, 239, 246, 250, 260, 265, 275, 276, 284, 288, 297, 299, 301, 309, 310, 314, 315, 330, 332, 337, 339, 346, 348,
350, 387, 405, 417, 428, 429, 432, 435, 439, 445, 450, 451, 455, 461, 462, 464, 465, 467, 468, 478, 485, 499

POS: Verb 0, 36, 56, 89, 103, 139, 158, 159, 192, 198, 233, 282, 297, 303, 310, 318, 341, 378, 410, 432, 462, 480, 504, 508

Semantic: Act 25, 26, 33, 39, 41, 102, 113, 114, 119, 128, 146, 166, 170, 172, 173, 177, 182, 187, 201, 202, 218, 227, 245, 255, 273, 274, 281,
284, 294, 313, 339, 357, 366, 380, 381, 399, 400, 406, 417, 423, 455, 461, 466, 468, 485, 489, 499, 500

Semantic: Person 0, 5, 6, 9, 16, 20, 24, 30, 32, 33, 39, 41, 57, 58, 59, 70, 75, 78, 84, 86, 90, 94, 101, 112, 113, 121, 139, 140, 142, 144, 146, 153,
160, 162, 174, 176, 177, 184, 197, 204, 207, 220, 223, 225, 228, 235, 243, 263, 268, 273, 275, 276, 283, 287, 295, 296, 303,
304, 316, 329, 337, 339, 355, 357, 358, 359, 364, 369, 375, 377, 387, 388, 389, 396, 401, 404, 405, 407, 417, 421, 423, 447,
448, 450, 456, 458, 472, 475, 478, 483, 489, 494, 495, 499, 505

A.2 DistilBERT

Feature Dimension list
Gender: Noun 302, 653, 713, 727

Gender: Adjective 9, 37, 51, 76, 185, 278, 301, 425, 526, 531, 551, 633, 641, 676, 716, 737, 747, 749
Gender: Noun & Adjective 70, 116, 161, 262, 301, 302, 353, 488, 499, 563, 656, 727, 728, 761

Number: Noun 81, 106, 148, 169, 177, 184, 186, 275, 333, 343, 354, 367, 376, 392, 403, 441, 498, 522, 535, 573, 663, 710
Number: Adjective -

Number: Noun & Adjective 152, 184, 186, 216, 354, 363, 413, 440, 518, 535, 584, 649, 668, 745, 761

POS: Noun 52, 501, 700
POS: Adjective -

POS: Verb 52, 189, 327, 700, 740

Semantic: Act 398, 446, 621
Semantic: Person 346
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A.3 CamemBERT

Feature Dimension list
Gender: Noun -

Gender: Adjective 215
Gender: Noun & Adjective -

Number: Noun -
Number: Adjective -

Number: Noun & Adjective 24, 138, 176, 213, 303, 386, 482, 493, 562

POS: Noun 696
POS: Adjective -

POS: Verb -

Semantic: Act 343
Semantic: Person -

A.4 mBERT (uncased)

Feature Dimension list
Gender: Noun -

Gender: Adjective -
Gender: Noun & Adjective 274, 445, 447

Number: Noun -
Number: Adjective -

Number: Noun & Adjective 74, 194, 556, 654

POS: Noun 74
POS: Adjective -

POS: Verb -

Semantic: Act -
Semantic: Person -

A.5 mBERT (cased)

Feature Dimension list
Gender: Noun -

Gender: Adjective 9, 223, 519, 540, 575
Gender: Noun & Adjective -

Number: Noun -
Number: Adjective -

Number: Noun & Adjective -

POS: Noun 529
POS: Adjective -

POS: Verb -

Semantic: Act -
Semantic: Person 143, 319, 447, 504, 585, 715

A.6 FlauBERTbase (uncased)

Feature Dimension list
Gender: Noun 2, 17, 21, 47, 81, 98, 130, 132, 138, 149, 177, 180, 185, 197, 198, 244, 299, 307, 309, 310, 314, 382, 433, 456, 505, 507, 508,

546, 572, 596, 597, 604, 644, 662, 671, 696, 698, 735, 755, 757
Gender: Adjective 17, 32, 45, 55, 57, 136, 149, 169, 203, 215, 277, 314, 315, 374, 382, 396, 508, 516, 546, 574, 585, 607, 609, 671, 680, 698

Gender: Noun & Adjective 0, 21, 24, 32, 81, 119, 120, 138, 156, 171, 177, 185, 186, 187, 196, 197, 198, 212, 223, 244, 263, 310, 314, 322, 333, 341, 382,
432, 435, 456, 480, 507, 508, 519, 545, 546, 574, 585, 587, 594, 604, 610, 667, 680, 696, 719, 766

Number: Noun 0, 1, 5, 11, 17, 19, 27, 28, 29, 31, 40, 49, 50, 56, 58, 66, 79, 81, 85, 96, 98, 113, 127, 133, 148, 150, 182, 186, 191, 192, 193,
197, 202, 207, 210, 221, 234, 242, 250, 252, 255, 274, 294, 296, 299, 301, 306, 309, 322, 327, 329, 345, 353, 354, 365, 367,
374, 381, 384, 396, 402, 412, 414, 415, 425, 431, 435, 443, 451, 465, 470, 476, 477, 480, 487, 490, 496, 499, 512, 519, 528,
532, 535, 539, 543, 573, 577, 580, 598, 600, 604, 614, 615, 617, 623, 626, 632, 635, 638, 647, 650, 652, 673, 678, 687, 699,
706, 715, 719, 730, 736, 737, 738, 743, 744, 745, 751, 752, 762, 763

Number: Adjective 11, 687, 730, 737
Number: Noun & Adjective 0, 11, 19, 27, 29, 40, 53, 56, 58, 77, 79, 80, 85, 97, 127, 133, 167, 181, 186, 191, 192, 197, 202, 221, 234, 242, 250, 252, 255,

274, 288, 294, 299, 301, 306, 309, 319, 329, 353, 356, 365, 366, 372, 384, 391, 402, 412, 415, 419, 421, 431, 435, 438, 465,
474, 476, 477, 486, 487, 496, 499, 510, 512, 535, 542, 583, 590, 600, 604, 609, 614, 615, 617, 623, 626, 633, 650, 687, 706,
730, 733, 736, 737, 738, 743, 744, 751, 752, 757, 762, 763

POS: Noun 32, 95, 107, 108, 112, 133, 170, 186, 224, 238, 299, 383, 390, 405, 406, 435, 545, 585, 649, 672
POS: Adjective 32, 320, 449, 680, 746

POS: Verb 11, 54, 56, 58, 89, 95, 96, 107, 108, 112, 119, 132, 169, 170, 179, 188, 216, 217, 224, 250, 276, 292, 299, 307, 335, 336, 357,
383, 390, 405, 406, 424, 450, 498, 505, 530, 553, 558, 585, 612, 614, 615, 649, 672, 698, 717, 720, 744, 748

Semantic: Act 48, 752
Semantic: Person 52, 303, 360, 399, 687
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A.7 FlauBERTbase (cased)

Feature Dimension list
Gender: Noun 7, 10, 17, 22, 26, 28, 33, 41, 43, 46, 51, 54, 62, 70, 71, 80, 83, 85, 110, 117, 118, 130, 136, 141, 155, 157, 158, 160, 161, 170,

172, 175, 177, 179, 187, 189, 190, 196, 209, 212, 216, 223, 224, 246, 261, 271, 272, 274, 277, 283, 289, 291, 296, 302, 319,
325, 331, 334, 337, 340, 355, 356, 357, 359, 363, 372, 386, 387, 388, 395, 398, 399, 401, 406, 425, 426, 429, 434, 446, 459,
461, 466, 484, 491, 493, 494, 500, 513, 517, 526, 529, 537, 538, 544, 554, 563, 573, 574, 577, 580, 587, 589, 597, 611, 621,
623, 625, 638, 656, 663, 664, 677, 687, 693, 696, 698, 701, 702, 743, 748, 749, 752, 755

Gender: Adjective 71, 85, 118, 130, 155, 170, 189, 225, 309, 331, 337, 340, 359, 398, 425, 484, 491, 611, 621, 661, 663, 698
Gender: Noun & Adjective 30, 33, 43, 46, 62, 68, 70, 83, 85, 106, 117, 130, 155, 157, 170, 172, 177, 187, 189, 209, 216, 223, 224, 272, 274, 277, 283, 296,

319, 331, 337, 349, 357, 359, 363, 372, 395, 398, 406, 425, 429, 435, 484, 493, 494, 500, 506, 512, 517, 526, 537, 544, 570,
571, 573, 580, 587, 589, 597, 600, 611, 655, 663, 698, 725, 746, 749, 752

Number: Noun 34, 53, 125, 127, 176, 180, 196, 205, 238, 268, 279, 290, 343, 398, 449, 466, 500, 571, 594, 623, 672, 760
Number: Adjective 163, 176, 238, 253

Number: Noun & Adjective 34, 176, 180, 238, 325, 466, 594

POS: Noun 55, 81, 87, 106, 119, 162, 243, 248, 345, 413, 417, 454, 564, 569, 602, 688, 698, 720
POS: Adjective 163, 331, 485, 571, 764

POS: Verb 0, 55, 80, 81, 87, 90, 106, 136, 162, 240, 243, 248, 324, 412, 417, 443, 454, 569, 687, 688, 705, 752

Semantic: Act 1, 11, 49, 62, 87, 333, 397, 417, 470, 561, 601, 725, 729, 765
Semantic: Person 611

A.8 XLM-Rbase

Feature Dimension list
Gender: Noun -

Gender: Adjective -
Gender: Noun & Adjective -

Number: Noun 440, 484
Number: Adjective 467

Number: Noun & Adjective -

POS: Noun 593
POS: Adjective 100

POS: Verb -

Semantic: Act 690
Semantic: Person 741
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A.9 FlauBERTlarge

Feature Dimension list
Gender: Noun 2, 12, 13, 15, 24, 33, 39, 40, 56, 61, 64, 66, 67, 68, 75, 80, 83, 88, 95, 99, 108, 118, 123, 131, 136, 141, 148, 153, 165, 166, 169,

171, 172, 175, 177, 180, 182, 193, 194, 197, 199, 203, 205, 207, 211, 215, 224, 227, 228, 235, 241, 242, 243, 251, 255, 256,
259, 268, 272, 273, 274, 277, 284, 286, 290, 291, 292, 299, 311, 319, 320, 324, 335, 341, 342, 343, 346, 351, 355, 357, 359,
367, 368, 369, 378, 383, 390, 399, 401, 407, 412, 430, 444, 451, 454, 464, 465, 467, 480, 481, 493, 495, 506, 507, 511, 518,
524, 532, 539, 543, 548, 552, 575, 577, 584, 617, 621, 633, 635, 639, 647, 650, 662, 680, 683, 690, 698, 701, 707, 708, 714,
715, 721, 725, 734, 736, 740, 743, 749, 759, 760, 766, 771, 774, 775, 779, 781, 788, 793, 795, 796, 800, 802, 803, 806, 813,
816, 819, 823, 839, 841, 843, 844, 855, 856, 862, 868, 871, 882, 886, 888, 890, 898, 899, 902, 907, 909, 916, 917, 922, 927,
929, 940, 947, 952, 953, 960, 970, 972, 974, 976, 979, 983, 994, 996, 999, 1005, 1007, 1010, 1016, 1018, 1022, 1023

Gender: Adjective 13, 21, 35, 44, 46, 55, 68, 72, 73, 84, 118, 119, 129, 131, 141, 143, 148, 149, 153, 160, 165, 169, 175, 180, 197, 205, 220, 227,
241, 248, 251, 255, 256, 258, 262, 283, 290, 310, 311, 313, 325, 333, 342, 351, 359, 380, 393, 398, 419, 427, 440, 442, 451,
472, 474, 478, 480, 494, 495, 497, 500, 503, 506, 508, 531, 552, 585, 586, 591, 600, 601, 610, 616, 621, 633, 647, 649, 655,
667, 680, 702, 707, 714, 717, 718, 725, 730, 737, 749, 759, 760, 768, 774, 785, 787, 795, 796, 800, 806, 807, 811, 814, 817,
818, 833, 834, 841, 844, 848, 849, 858, 860, 862, 880, 882, 886, 888, 897, 899, 900, 907, 917, 920, 929, 931, 934, 936, 943,
958, 972, 996, 1014, 1017, 1022

Gender: Noun & Adjective 3, 12, 13, 15, 24, 33, 35, 39, 40, 44, 55, 56, 61, 64, 66, 72, 75, 80, 83, 88, 95, 99, 106, 108, 111, 118, 120, 131, 136, 137, 148,
153, 165, 169, 172, 175, 178, 180, 182, 184, 193, 194, 197, 199, 204, 205, 207, 215, 224, 225, 227, 228, 232, 235, 241, 242,
243, 251, 255, 256, 257, 259, 262, 268, 272, 274, 277, 284, 287, 290, 291, 292, 294, 299, 311, 318, 320, 324, 336, 341, 342,
343, 347, 351, 354, 355, 357, 364, 367, 368, 382, 383, 390, 399, 401, 415, 421, 428, 430, 444, 445, 454, 455, 459, 464, 465,
467, 472, 478, 480, 493, 496, 502, 511, 518, 539, 548, 552, 566, 567, 568, 570, 575, 577, 584, 585, 586, 591, 597, 599, 600,
615, 617, 621, 624, 632, 635, 639, 647, 649, 650, 655, 662, 665, 683, 685, 698, 701, 707, 708, 714, 715, 721, 725, 736, 743,
749, 754, 759, 760, 766, 767, 771, 774, 775, 779, 781, 788, 793, 795, 800, 802, 806, 809, 813, 814, 816, 823, 839, 841, 843,
844, 848, 856, 862, 868, 882, 886, 890, 892, 899, 902, 907, 916, 919, 922, 926, 927, 929, 939, 940, 942, 947, 954, 960, 966,
970, 972, 976, 979, 983, 985, 986, 990, 993, 994, 996, 998, 999, 1002, 1005, 1007, 1010, 1014, 1016, 1022, 1023

Number: Noun 7, 28, 29, 34, 55, 59, 93, 103, 121, 123, 136, 138, 139, 147, 150, 171, 184, 185, 191, 194, 209, 223, 234, 246, 250, 259, 262,
278, 281, 305, 315, 330, 334, 352, 357, 358, 370, 373, 387, 389, 398, 404, 421, 435, 436, 469, 476, 480, 485, 486, 488, 491,
497, 505, 508, 517, 532, 545, 546, 554, 556, 561, 565, 576, 583, 587, 602, 606, 634, 638, 641, 653, 660, 678, 680, 690, 691,
707, 721, 724, 729, 730, 774, 775, 783, 787, 814, 851, 874, 877, 898, 911, 921, 927, 928, 930, 937, 939, 947, 967, 978, 991,
994, 996, 1015, 1020, 1022

Number: Adjective 15, 24, 26, 28, 34, 35, 55, 59, 62, 72, 80, 86, 87, 93, 94, 103, 113, 123, 127, 133, 137, 147, 148, 150, 161, 170, 171, 174, 179,
184, 190, 191, 193, 194, 198, 206, 209, 223, 226, 237, 250, 252, 259, 262, 266, 268, 272, 296, 298, 306, 315, 330, 336, 339,
352, 356, 360, 370, 386, 389, 392, 398, 403, 404, 414, 417, 436, 451, 452, 464, 469, 480, 485, 486, 489, 490, 491, 494, 497,
505, 508, 516, 517, 538, 539, 556, 560, 565, 570, 576, 583, 591, 606, 609, 613, 629, 634, 636, 638, 641, 652, 681, 682, 691,
707, 709, 716, 717, 719, 726, 730, 731, 748, 761, 774, 775, 783, 787, 796, 802, 805, 806, 814, 821, 830, 851, 863, 865, 871,
877, 880, 895, 911, 920, 921, 927, 928, 939, 943, 946, 956, 963, 978, 993, 996, 1006, 1010, 1015, 1020, 1021, 1022

Number: Noun & Adjective 7, 9, 10, 20, 28, 29, 34, 39, 47, 55, 56, 59, 74, 85, 86, 87, 93, 96, 98, 103, 110, 111, 119, 121, 123, 133, 136, 137, 139, 140, 147,
150, 153, 161, 179, 184, 185, 191, 193, 194, 198, 203, 206, 209, 219, 223, 234, 238, 243, 246, 250, 259, 262, 266, 278, 293,
294, 296, 301, 305, 306, 315, 320, 330, 345, 352, 357, 365, 370, 373, 386, 387, 389, 397, 398, 404, 416, 417, 419, 421, 422,
428, 435, 438, 439, 451, 459, 469, 476, 477, 480, 485, 486, 489, 497, 505, 508, 514, 516, 521, 539, 545, 546, 554, 556, 565,
567, 572, 575, 576, 583, 584, 585, 587, 591, 602, 606, 608, 609, 634, 636, 638, 641, 644, 648, 649, 651, 655, 672, 680, 683,
690, 691, 703, 707, 709, 712, 716, 721, 724, 726, 729, 730, 731, 732, 748, 772, 774, 775, 783, 787, 793, 802, 808, 814, 818,
830, 842, 851, 858, 861, 873, 874, 877, 881, 883, 895, 901, 911, 920, 921, 925, 927, 928, 930, 937, 939, 947, 955, 956, 966,
967, 978, 988, 990, 991, 994, 996, 1000, 1004, 1015, 1016, 1017, 1020, 1022

POS: Noun 2, 4, 21, 31, 38, 44, 54, 55, 65, 78, 88, 92, 98, 107, 137, 151, 171, 172, 176, 205, 206, 207, 220, 232, 252, 253, 267, 271, 292,
299, 308, 317, 325, 362, 366, 375, 380, 394, 408, 413, 415, 418, 420, 430, 437, 458, 461, 479, 481, 482, 485, 494, 495, 497,
506, 517, 524, 525, 526, 549, 562, 566, 569, 571, 597, 599, 631, 656, 671, 680, 685, 686, 689, 699, 722, 765, 790, 793, 800,
809, 848, 864, 867, 878, 888, 893, 907, 914, 925, 932, 945, 956, 961, 966, 968, 974, 978, 988, 993, 1010, 1016

POS: Adjective 43, 49, 55, 61, 80, 88, 126, 131, 175, 206, 207, 292, 304, 323, 349, 351, 357, 361, 406, 430, 437, 459, 490, 510, 545, 559, 563,
597, 599, 631, 650, 656, 686, 689, 697, 726, 749, 758, 764, 787, 795, 804, 822, 830, 839, 852, 890, 907, 908, 911, 915, 955,
968, 976, 977, 978, 1005, 1013

POS: Verb 2, 22, 31, 44, 88, 98, 99, 106, 172, 182, 207, 208, 232, 233, 249, 252, 253, 266, 267, 271, 274, 278, 299, 333, 362, 374, 375,
404, 406, 416, 424, 427, 436, 437, 439, 441, 473, 479, 481, 490, 506, 529, 539, 580, 664, 667, 683, 689, 724, 748, 765, 775,
793, 800, 803, 809, 848, 853, 864, 886, 895, 904, 909, 912, 915, 925, 927, 932, 974, 976, 988, 991, 1006

Semantic: Act 16, 49, 53, 62, 75, 88, 163, 174, 175, 195, 210, 216, 254, 263, 265, 267, 278, 334, 391, 400, 418, 452, 527, 528, 556, 601, 604,
617, 639, 652, 654, 655, 683, 693, 697, 702, 726, 737, 769, 776, 798, 827, 873, 878, 890, 924, 941, 953, 980, 1013

Semantic: Person 4, 27, 74, 77, 88, 153, 162, 186, 209, 213, 241, 257, 285, 291, 307, 321, 334, 342, 345, 385, 435, 477, 486, 503, 505, 520, 534,
553, 598, 603, 622, 634, 635, 638, 655, 657, 660, 671, 677, 678, 695, 696, 705, 718, 730, 736, 750, 770, 781, 799, 810, 813,
814, 855, 872, 880, 891, 892, 931, 948, 985, 994, 998

A.10 XLM-Rlarge

Feature Dimension list
Gender: Noun -

Gender: Adjective -
Gender: Noun & Adjective 122

Number: Noun -
Number: Adjective -

Number: Noun & Adjective 50

POS: Noun -
POS: Adjective 130

POS: Verb 42

Semantic: Act -
Semantic: Person -
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Appendix B Classification accuracy

We trained several classifiers to predict the values of feature vectors using all dimensions of word
embeddings and the obtained stable dimensions associated with the feature (if any). In this section, you
will find the accuracies achieved using stable dimensions only and how they compare to the accuracies of
the same classifiers trained using all dimensions of word embeddings.

The used classifiers were K-Nearest Neighbors (KNN), Naive Bayes (NB), Logistic Regression (LR),
Random Forest (RF), and Decision Tree (DT), in the implementation of scikit-learn. All accuracies
were obtained using 5-fold cross-validation.

In many cases despite sharp decrease in the number of used dimensions, the achieved accuracies are
comparable to the whole word embedding vector. However, it is worth noting that for the LR classifier
(which was used in the initial setup to retrieve best candidates) the observed accuracies are notably lower
in a lot of cases.

B.1 Gender
B.1.1 Gender: Noun

Model Cased KNN NB LR RF DT Number of stable dimensions
FlauBERTsmall ✓ 0.763 (↑ 0.066) 0.827 (↓ 0.035) 0.921 (↑0.03) 0.835 (↑0.092) 0.635 (↑0.014) 100
DistilBERT ✓ 0.537 (↓ 0.03) 0.59 (↑ 0.035) 0.59 (↓ 0.116) 0.542 (↓ 0.067) 0.521 (↓ 0.006) 4
CamemBERTbase ✓ - - - - - 0
mBERTbase - - - - - 0
mBERTbase ✓ - - - - - 0
FlauBERTbase 0.561 (↓0.001) 0.6 (↓0.0308) 0.607(↑0.011) 0.603 (↑0.015) 0.543 (↑0.003) 123
FlauBERTbase ✓ 0.616 (↑0.031) 0.68 (↑0.041) 0.718 (↓0.041) 0.683 (↑0.019) 0.56(↑0.008) 140
XLM-Rbase ✓ - - - - - 0
FlauBERTlarge ✓ 0.851 (↑0.072) 0.904 (↑0.018) 0.921(↓0.014) 0.886 (↑0.005) 0.717 (↑0.018) 203
XLM-Rlarge ✓ - - - - - 0

Table 9: Accuracies of classifiers trained to predict gender of nouns using only stable dimensions. The number in
the brackets signifies absolute difference with the accuracies of the same classifiers trained on all dimensions. ↑
marks an increase in accuracy when using only stable dimensions, ↓ marks the decrease.

B.1.2 Gender: Adjective

Model Cased KNN NB LR RF DT Number of stable dimensions
FlauBERTsmall ✓ 0.718 (↓0.023) 0.791(↓0.144) 0.911 (↓0.076) 0.804 (↓0.126) 0.622 (↓0.0976) 175
DistilBERT ✓ 0.549 (↓0.063) 0.597 (↑0.01) 0.6 (↓0.191) 0.598 (↓0.035) 0.537 (↓0.0168) 18
CamemBERTbase ✓ 0.494 (↓0.011) 0.518 (↓0.003) 0.514 (↓0.035) 0.501 (↓0.033 ) 0.499 (↑0.008) 1
mBERTbase - - - - - 0
mBERTbase ✓ 0.543(↑0.01) 0.5 (↓0.026) 0.489 (↑0.019) 0.532 (↓0.076) 0.504 (↓0.041) 5
FlauBERTbase 0.529 (↓0.017) 0.571 (↓0.033) 0.582 (↓0.076) 0.575 (↓0.016) 0.528 (↑0.003) 26
FlauBERTbase ✓ 0.58 (↓0.025) 0.617 (↑0.05) 0.625 (↓0.197) 0.624 (↓0.066) 0.546 (↓0.036) 22
XLM-Rbase ✓ - - - - - 0
FlauBERTlarge ✓ 0.815 (↑0.042) 0.863 (↓0.044) 0.896 (↓0.071) 0.859 (↓0.053) 0.685 (↓0.051) 134
XLM-Rlarge ✓ - - - - - 0

Table 10: Accuracies of classifiers trained to predict gender of adjectives using only stable dimensions. The number
in the brackets signifies absolute difference with the accuracies of the same classifiers trained on all dimensions. ↑
marks an increase in accuracy when using only stable dimensions, ↓ marks the decrease.
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B.1.3 Gender: Noun & Adjective

Model Cased KNN NB LR RF DT Number of stable dimensions
FlauBERTsmall ✓ 0.775 (↑0.071) 0.844 (↑0.111) 0.908 (↓0.054) 0.848 (↑0.056) 0.715 (↑0.104) 74
DistilBERT ✓ 0.59 (0) 0.561 (↓0.01) 0.617 (↓0.088) 0.626 (↓0.003) 0.522 (↓0.043) 14
CamemBERTbase ✓ - - - - - 0
mBERTbase 0.531 (↑0.003) 0.55 (↑0.035) 0.561 (↓0.033) 0.558 (↓0.005) 0.542 (↑0.021) 3
mBERTbase ✓ - - - - - 0
FlauBERTbase 0.548 (↓0.012) 0.588 (↑0.021) 0.592 (↓0.055) 0.593 (↑0.007) 0.540 (↑0.007) 47
FlauBERTbase ✓ 0.646 (↑0.054) 0.606 (↑0.055) 0.72 (↓0.043) 0.693 (↑0.023) 0.595 (↑0.038) 48
XLM-Rbase ✓ - - - - - 0
FlauBERTlarge ✓ 0.84 (↑0.036) 0.92 (↑0.022) 0.964 (↑0.024) 0.909 (↑0.019) 0.744 (↑0.057) 227
XLM-Rlarge ✓ 0.467 (↓0.117) 0.509(↓0.057) 0.471 (↓0.152) 0.502 (↓0.102) 0.503 (↓0.027) 1

Table 11: Accuracies of classifiers trained to predict the gender of nouns and adjectives using only stable dimensions.
The number in the brackets signifies absolute difference with the accuracies of the same classifiers trained on all
dimensions. ↑ marks an increase in accuracy when using only stable dimensions, ↓ marks the decrease.

B.2 Number
B.2.1 Number: Noun

Model Cased KNN NB LR RF DT Number of stable dimensions
FlauBERTsmall ✓ 0.861 (↑0.07) 0.969 (↑0.033) 0.991 (0) 0.947 (↑0.011) 0.769 (↑0.013) 213
DistilBERT ✓ 0.616 (↓0.004) 0.615 (↑0.01) 0.713 (↓0.108) 0.676 (↓0.005) 0.564(↓0.002) 22
CamemBERTbase ✓ - - - - - 0
mBERTbase - - - - - 0
mBERTbase ✓ - - - - - 0
FlauBERTbase 0.602 (↑0.032) 0.666 (↑0.041) 0.693 (↓0.017) 0.674 (↑0.032) 0.565 (↑0.018) 120
FlauBERTbase ✓ 0.717 (↑0.033) 0.72 (↑0.115) 0.749 (↓0.065) 0.746 (↑0.004) 0.642 (↑0.003) 22
XLM-Rbase ✓ 0.572 (↑0.036) 0.59 (↑0.107) 0.602 (↓0.139) 0.553 (↓0.042) 0.563 (↓0.029) 2
FlauBERTlarge ✓ 0.95 (↑0.09) 0.954 (↑0.005) 0.972 (↓0.01) 0.943905 (0) 0.827 (↑0.012) 107
XLM-Rlarge ✓ - - - - - 0

Table 12: Accuracies of classifiers trained to predict the number of nouns using only stable dimensions. The number
in the brackets signifies absolute difference with the accuracies of the same classifiers trained on all dimensions. ↑
marks an increase in accuracy when using only stable dimensions, ↓ marks the decrease.

B.2.2 Number: Adjective

Model Cased KNN NB LR RF DT Number of stable dimensions
FlauBERTsmall ✓ 0.889 (↑0.148) 0.957 (↑0.021) 0.986 (↓0.002) 0.943 (↑0.017) 0.773 (↑0.06) 107
DistilBERT ✓ - - - - - 0
CamemBERTbase ✓ - - - - - 0
mBERTbase - - - - - 0
mBERTbase ✓ - - - - - 0
FlauBERTbase 0.549 (↑0.003) 0.585 (↓0.019) 0.583 (↓0.075) 0.567 (↓0.027) 0.541 (↑0.018) 4
FlauBERTbase ✓ 0.655 (↑0.05) 0.689 (↑0.122) 0.693 (↓0.129) 0.671 (↓0.022) 0.593 (↑0.015) 4
XLM-Rbase ✓ 0.5 (↓0.059) 0.526 (↓0.003) 0.523 (↓0.137) 0.53 (↓0.061) 0.51 (↓0.052) 1
FlauBERTlarge ✓ 0.936 (↑0.163) 0.955 (↑0.049) 0.974 (↑0.007) 0.94 (↑0.027) 0.831 (↑0.096) 151
XLM-Rlarge ✓ - - - - - 0

Table 13: Accuracies of classifiers trained to predict the number of adjectives using only stable dimensions. The
number in the brackets signifies absolute difference with the accuracies of the same classifiers trained on all
dimensions. ↑ marks an increase in accuracy when using only stable dimensions, ↓ marks the decrease.
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B.2.3 Number: Noun & Adjective

Model Cased KNN NB LR RF DT Number of stable dimensions
FlauBERTsmall ✓ 0.888 (↑0.103) 0.966 (↑0.035) 0.989 (↓0.003) 0.945 (↑0.016) 0.774 (↑0.028) 127
DistilBERT ✓ 0.606 (↑0.012) 0.653 (↑0.068) 0.674 (↓0.125) 0.662 (↓0.013) 0.577 (↑0.004) 15
CamemBERTbase ✓ 0.518 (↓0.009) 0.511 (↓0.002) 0.518 (↑0.009) 0.522 (↓0.012) 0.518 (↑0.011) 9
mBERTbase 0.534 (↓0.008) 0.555 (↑0.007) 0.554 (↓0.097) 0.555 (↓0.035) 0.539 (↓0.002) 4
mBERTbase ✓ - - - - - 0
FlauBERTbase 0.601(↑0.025) 0.661 (↑0.05) 0.683 (↓0.0195) 0.668 (↑0.032) 0.553 (↑0.011 ) 91
FlauBERTbase ✓ 0.682 (↑0.02) 0.698 (↑0.104) 0.7 (↓0.105) 0.702 (↓0.036) 0.615 (↓0.014) 7
XLM-Rbase ✓ - - - - - 0
FlauBERTlarge ✓ 0.943 (↑0.074) 0.957 (↑0.014) 0.974 (↓0.007) 0.946 (↑0.004) 0.833 (↑0.027) 195
XLM-Rlarge ✓ 0.517 (↓0.084) 0.566 (↓0.027) 0.58 (↓0.087) 0.545 (↑0.08) 0.545 (↓0.005) 1

Table 14: Accuracies of classifiers trained to predict the number of nouns and adjectives using only stable dimensions.
The number in the brackets signifies absolute difference with the accuracies of the same classifiers trained on all
dimensions. ↑ marks an increase in accuracy when using only stable dimensions, ↓ marks the decrease.

B.3 POS
B.3.1 POS: Noun

Model Cased KNN NB LR RF DT Number of stable dimensions
FlauBERTsmall ✓ 0.934 (↑0.01) 0.897 (↑0.037) 0.937 (↓0.027) 0.914 (↓0.0003) 0.794041 (↑0.008) 92
DistilBERT ✓ 0.561 (↓0.046) 0.608 (↓0.001) 0.603 (↓0.106) 0.565 (↓0.076) 0.535 (↓0.029) 3
CamemBERTbase ✓ 0.507 (↓0.068) 0.531 (↑0.008) 0.532 (↓0.048) 0.492 (↓0.079) 0.493 (↓0.037) 1
mBERTbase 0.506 (↓0.033) 0.54 (↑0.005) 0.547 (↓0.043) 0.503 (↓0.075) 0.501 (↓0.019) 1
mBERTbase ✓ 0.526 (↓0.052) 0.502 (↓0.002) 0.468 (↓0.1) 0.505 (↓0.14) 0.503 (↓0.079) 1
FlauBERTbase 0.726 (↑0.008) 0.727 (↑0.09) 0.734 (↓0.051) 0.76 (↓0.006) 0.657 (↑0.011) 20
FlauBERTbase ✓ 0.637 (↓0.025) 0.637 (↑0.06) 0.678 (↓0.107) 0.677 (↓0.028) 0.577 (↓0.01) 18
XLM-Rbase ✓ 0.507 (↓0.053) 0.549 (↑0.011) 0.551 (↓0.119) 0.512 (↓0.106) 0.507 (↓0.046) 1
FlauBERTlarge ✓ 0.916 (↑0.039) 0.903 (↑0.063) 0.932 (↓0.026) 0.902 (↑0.008) 0.768 (↑0.02) 101
XLM-Rlarge ✓ - - - - - 0

Table 15: Accuracies of classifiers trained to predict the POS of noun vs non-nouns using only stable dimensions.
The number in the brackets signifies absolute difference with the accuracies of the same classifiers trained on all
dimensions. ↑ marks an increase in accuracy when using only stable dimensions, ↓ marks the decrease.

B.3.2 POS: Adjective

Model Cased KNN NB LR RF DT Number of stable dimensions
FlauBERTsmall ✓ 0.93 (↑0.042) 0.862 (↓0.025) 0.927 (↓0.019) 0.909 (↑0.007) 0.783 (↑0.031) 77
DistilBERT ✓ - - - - - 0
CamemBERTbase ✓ - - - - - 0
mBERTbase - - - - - 0
mBERTbase ✓ - - - - - 0
FlauBERTbase 0.598 (↓0.063) 0.593 (↓0.009) 0.607 (↓0.111) 0.62 (↓0.055) 0.562 (↓0.002) 5
FlauBERTbase ✓ 0.531 (↓0.075) 0.555 (↓0.003) 0.556 (↓0.186) 0.541 (↓0.120) 0.516 (↓0.045) 5
XLM-Rbase ✓ 0.524 (↓0.028) 0.562 (↓0.007) 0.562 (↓0.007) 0.522 (↓0.024) 0.519 (↑0.046) 1
FlauBERTlarge ✓ 0.839 (↓0.018) 0.826 (↓0.039) 0.863 (↓0.08) 0.843 (↓0.051) 0.718 (↓0.026) 58
XLM-Rlarge ✓ 0.52 (↑0.004) 0.503 (↓0.059) 0.498 (↓0.096) 0.504 (↓0.056) 0.504 (↑0.011) 1

Table 16: Accuracies of classifiers trained to predict the POS of adjectives vs non-adjectives using only stable
dimensions. The number in the brackets signifies absolute difference with the accuracies of the same classifiers
trained on all dimensions. ↑ marks an increase in accuracy when using only stable dimensions, ↓ marks the decrease.
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B.3.3 POS: Verb

Model Cased KNN NB LR RF DT Number of stable dimensions
FlauBERTsmall ✓ 0.875 (↓0.05) 0.792 (↓0.111) 0.835 (↓0.138) 0.848 (↓0.096) 0.754 (↓0.089) 24
DistilBERT ✓ 0.596 (↓0.001) 0.618 (↑0.012) 0.621 (↓0.075) 0.616 (↓0.038) 0.545162 (↓0.04) 5
CamemBERTbase ✓ - - - - - 0
mBERTbase - - - - - 0
mBERTbase ✓ - - - - - 0
FlauBERTbase 0.736 (↓0.033) 0.723 (↑0.041) 0.74 (↓0.092) 0.762 (↓0.044) 0.659 (↓0.02) 49
FlauBERTbase ✓ 0.623 (↓0.088) 0.645 (↑0.05) 0.673 (↓0.163) 0.675 (↓0.086) 0.578 (↓0.045) 22
XLM-Rbase ✓ - - - - - 0
FlauBERTlarge ✓ 0.89 (↑0.022) 0.854 (↓0.023) 0.894 (↓0.075) 0.875 (↓0.056) 0.752 (↓0.029) 73
XLM-Rlarge ✓ 0.506 (↓0.081) 0.576 (↓0.02) 0.579 (↓0.077) 0.496 (↓0.136) 0.496 (↓0.07) 1

Table 17: Accuracies of classifiers trained to predict the POS of verbs vs non-verbs using only stable dimensions.
The number in the brackets signifies absolute difference with the accuracies of the same classifiers trained on all
dimensions. ↑ marks an increase in accuracy when using only stable dimensions, ↓ marks the decrease.

7.4 Semantic supersenses
7.4.1 Act

Model Cased KNN NB LR RF DT Number of stable dimensions
FlauBERTsmall ✓ 0.801 (↑0.083) 0.795 (↑0.022) 0.831 (↓0.009) 0.809 (↑0.02) 0.701 (↑0.055) 48
DistilBERT ✓ 0.5 (↓0.03) 0.542 (↓0.007) 0.493 (↓0.157) 0.526 (↓0.062) 0.523 (↓0.032) 3
CamemBERTbase ✓ 0.512 (↓0.023) 0.515 (↓0.013) 0.498 (↓0.027) 0.487 (↓0.058) 0.487 (↓0.035) 1
mBERTbase - - - - - 0
mBERTbase ✓ - - - - - 0
FlauBERTbase 0.55 (↓0.014) 0.58 (↓0.05) 0.587 (↓0.091) 0.518 (↓0.114) 0.533 (↓0.025) 2
FlauBERTbase ✓ 0.615 (↓0.001) 0.616 (↑0.033) 0.638 (↓0.082) 0.626 (↓0.022) 0.557 (↑0.020070) 14
XLM-Rbase ✓ 0.433 (↓0.086) 0.49 (↓0.009) 0.481 (↓0.19) 0.49 (↓0.076) 0.49 (↓0.052) 1
FlauBERTlarge ✓ 0.766 (↑0.019) 0.799 (↑0.016) 0.819 (↓0.019) 0.798 (↑0.01) 0.667 (↑0.029) 50
XLM-Rlarge ✓ - - - - - 0

Table 18: Accuracies of classifiers trained to classify nouns into 2 categories: Act vs non-Act. The number in the
brackets signifies absolute difference with the accuracies of the same classifiers trained on all dimensions. ↑ marks
an increase in accuracy when using only stable dimensions, ↓ marks the decrease.

7.4.2 Person

Model Cased KNN NB LR RF DT Number of stable dimensions
FlauBERTsmall ✓ 0.81 (↑0.052) 0.905 (↑0.04) 0.915 (↑0.010) 0.877 (↓0.002) 0.74 (↑0.015) 95
DistilBERT ✓ 0.524 (↓0.057) 0.545 (↓0.052) 0.443 (↓0.292) 0.5 (↓0.134) 0.5 (↓0.093) 1
CamemBERTbase ✓ - - - - - 0
mBERTbase - - - - - 0
mBERTbase ✓ 0.634 (↑0.017) 0.508 (↓0.004) 0.468 (↑0.008) 0.675 (↓0.033) 0.618 (↓0.008) 6
FlauBERTbase 0.581 (↑0.067) 0.638 (↑0.047) 0.646 (↓0.008) 0.568 (↑0.003) 0.529 (↓0.022) 5
FlauBERTbase ✓ 0.555 (↓0.048) 0.567 (↓0.023) 0.55 (↓0.188) 0.547 (↓0.133) 0.545 (↓0.03) 1
XLM-Rbase ✓ 0.532 (↑0.022) 0.547 (↑0.023) 0.445 (↓0.095) 0.563 (↑0.001) 0.563 (↑0.118) 1
FlauBERTlarge ✓ 0.798 (↑0.06) 0.843 (↓0.005) 0.861 (↑0.002) 0.815 (↓0.007) 0.675 (↑0.05) 63
XLM-Rlarge ✓ - - - - - 0

Table 19: Accuracies of classifiers trained to classify nouns into 2 categories: Person vs non-Person. The
number in the brackets signifies absolute difference with the accuracies of the same classifiers trained on all
dimensions. ↑ marks an increase in accuracy when using only stable dimensions, ↓ marks the decrease.
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