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Abstract

In recent years, the models were tested on dif-
ferent probing tasks to examine their language
knowledge. However, few researchers explored
the very process of models’ language acquisi-
tion. Nevertheless, the analysis of language
acquisition during training could shed light on
the model parameters that help to acquire the
language faster. In this work, we show how
the model architecture seems not to influence
the language acquisition process. We experi-
ment with model hyperparameters and reveal
that the hidden size is the most essential factor
for model language acquisition.

1 Introduction

Modern deep learning models have achieved sig-
nificant results in the field of language modeling
and text generation (Krause et al., 2019; Niu et al.,
2020). Therefore, language models (LMs) are often
used in linguistic research to find systematic sim-
ilarities in the language data. Performance of the
state-of-the-art models, such as Transformer-based
ones (Vaswani et al., 2017), on linguistic tasks
show that they have learned measurable language
structures during the training process (Warstadt and
Bowman, 2022).

Consequently, it is interesting to explore how
the LMs acquire the language during their training
process and what part of their architecture helps to
acquire a language better. In this work, we study
the correlation between the acquisition process in
the BERT model and different model sizes. Lin-
guistic tasks are meant to represent three levels
of language grammar structure: morphology, syn-
tax, and discourse. In other words, we pose the
following questions: which parameters of models
influence the language acquisition process?

2 Related work

The first work on probing of neural networks across
time was carried by Saphra and Lopez (2018). The

authors showed that first, a LSTM model (Hochre-
iter and Schmidhuber, 1997) acquires syntactic and
semantic features and later information structure.
Chiang et al. (2020) looked at the training pro-
cess of ALBERT (Lan et al., 2019) and concluded
that semantic and syntactic information is acquired
during the early steps while accuracy on world
knowledge fluctuates during the training. Liu et al.
(2021) showed similar results on RoBERTa (Liu
et al., 2019): the model shows good results on lin-
guistic probing tasks starting from early stages, and
later it learns factual and common sense knowledge.
(Blevins et al., 2022) studied training dynamics of
multilingual models, they reveal that while linguis-
tic information is acquired early, transfer learning
abilities are evolving during the entire training pro-
cess. Choshen et al. (2022) examined the trajec-
tories of models’ language acquisition, and they
find no impact of architecture or a model size on
training trajectories. Warstadt and Bowman (2022)
provides survey and theoretical discussions on how
neural networks can help us learn more about lan-
guage acquisition. Following one of the ideas we
conduct an ablation study of model’s hyperparame-
ters.

3 Methods

3.1 Models
We train small models to see how language ac-
quisition trajectories vary depending on the model
hyperparameters. Since previous research shows
that the acquisition of most of the linguistic fea-
tures stops after 500,000 steps, we look at the first
training steps. We regard number of layers, em-
bedding size and number of attention heads to be
crucial. Therefore we train four models:

1. A base model: the hidden size of 128, 2 layers,
and 2 attention heads;

2. A model with increased number of attention
heads: the hidden size of 128, 2 layers, and 4
attention heads;
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3. A model with increased hidden size: the hid-
den size of 256, 2 layers, and 2 attention
heads;

4. A model with increased number of layers: the
hidden size of 128, 4 layers, and 2 attention
heads.

Our hypothesis states that if any of these models
show a significantly different result on any group
of tasks, this parameter causes a better acquisition
process. If all the models show similar results, dif-
ferent sizes of models do not correlate with the
acquisition process, therefore, it depends on lan-
guage features rather than on model parameters.

We train models with the same computational re-
sources and data corpus, which included Wikipedia
articles limited to 10,000,000 tokens. We choose
this threshold as an optimal one, as according to
Zhang et al. (2020), models can acquire basic lin-
guistic information from this amount of data. We
compare our model to MultiBERT (Sellam et al.,
2021), the model with 12 layers and embedding
size 768. Unlike the original BERT (Devlin et al.,
2018), it was trained with 25 different seeds. We
use the model with seed 0 and we use the same
seed to train small models to make our results more
comparable.

To explore the combination of different hyper-
parameters, we train several other models. We are
interested in what size the model should have to
behave as the model of standard size (768 embed-
ding size, 12 layers and 12 attention heads). To
calculate that, we first train a model of the same
size as the multiBERT we compared to in the ex-
periments before. Then we use it as a standard of
comparison and train several models of different
sizes on the same data and with the same setup as
the standard BERT. We limit the training process to
100,000 iterations to find minimal parameters that
help the model to achieve the accuracy of the stan-
dard model. Table 1 summarise models we trained
to find the proper combination of parameters.

3.2 Probing tasks
We use probing tasks from several probing datasets,
such as SentEval (Conneau et al., 2018), Morph
Call (Mikhailov et al., 2021), DisSent (Nie et al.,
2019), DiscoEval (Chen et al., 2019), and BLiMP
(Warstadt et al., 2020) (see examples in Tables 3
and 4):

• Transitive verbs includes minimal pairs of
sentences with different verbs, where only one

Model Size Layers Att. heads

1 256 4 4
2 256 8 4
3 512 4 4
4 512 8 8
5 512 12 8
6 768 8 8
7 768 12 8

Table 1: Summarisation of trained models: for each
model we state the hidden size of embeddings, number
of layers, and number of attention heads.

verb is transitive.
• Passive verbs consists of pairs that have dif-

ferent verbs, where only one verb can be used
in a passive form.

• Island effects tests a model’s sensibility to
syntactic order. An island is a structure from
which a word cannot be moved (Ross, 1967).

• Principle A shows the use of reflexives. Ac-
cording to Chomsky (1981), a reflexive should
have a local antecedent, and if it does not, the
sentence is ungrammatical.

• Subject number is a binary classification task
with labels NNS and NN (plural and singular
number, respectively).

• Person is a binary classification with labels 0
and 1, which signifies if a subject has a person
marker or not.

• Tree depth contains six classes, each of which
stand for a depth of the syntactic tree of a
given sentence.

• Top constituents requires to identify the num-
ber of constituents located right below the
sentence (S) node.

• Connectors includes pairs of sentences orig-
inally connected with one of 5 prepositions,
and the task is to choose the omitted preposi-
tion.

• Sentence position contains sequences of 5
sentences, and the first sentence is placed in
the wrong place. Therefore, the aim is to de-
tect the original position of these sentences.

• Penn Discourse Treebank is based on Penn
Discourse Treebank annotation (Marcus et al.,
1994). The aim is to choose the right discourse
relation between two discourse items from
Penn Treebank.

• Discourse coherence is a binary classifica-
tion with classes 1 and 0. Class 1 means that
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the given paragraph is coherent, and class 0
should be assigned to paragraphs with shuf-
fled sentences.

For tasks from BLiMP, we mask each word in a
sentence, and sum probabilities of all words. The
probability of an acceptable sentence should be
higher than the probability of an unacceptable sen-
tence.

For most tasks we take a sentence embedding
via mean pooling. A logistic regression as a classi-
fier model is used to classify embedded sentences.
For the Sentence Position task, we calculate the dif-
ference between the first embedding and the other
pairwise. The first embedding and its differences
with others are concatenated and put as an input to
a classifier. For other discourse tasks, we concate-
nated sentence embeddings, which were calculated
as the mean of token embeddings.

4 Results and Discussion

First, we conducted the same experiments on four
small models described in section 3.1.

As Figure 1 shows, compared to MultiBERT,
models show worse accuracy. However, among
small models, the one with the increased hidden
size shows the best results in all cases, except for
Penn Discourse Treebank and Tree depth, where
the model with the increased number of layers
shows the best results. This model shows the sec-
ond best results on other tasks.

The behaviour of the model with the increased
number of attention heads is inconsistent compared
to the base model (hidden size of 128, 2 attention
heads, and 2 layers). On some tasks, such as Penn
Discourse Treebank and Discourse Coherence, it
shows worse accuracy than the base model. On
other tasks, it shows better quality than the base
model but worse than other models.

Nevertheless, these observations are not applica-
ble to the tasks from BLiMP. As charts show, on
tasks, such as Passive and Principle A, the base
model shows better quality than any other models,
including the MultiBERT model. At the same time
we see that small models encounter difficulties with
the acceptability of sentences with transitive verbs
and with islands.

The described above leads to the conclusion that
bigger models are more successful in language ac-
quisition. Different parameters of model size give
different level of improvement. Thus, the most
important parameter for language acquisition is

Level Task Model size
morphology subject number 768/8
morphology person 128/2
morphology passive 512/4
morphology transitive 512/8

syntax top constituents 768/8
syntax tree depth 768/8
syntax adjunct island 768/8
syntax principle A 512/4

discourse discourse coherence 128/2
discourse Connectors 768/8
discourse Sentence Position 512/4
discourse Penn Treebank 128/4

Table 2: The comparison of tasks’ acquisition

hidden size, since it leads to better results for most
features. The second best parameter is the number
of layers.

The results of our experiments with model sizes
show that the increase of hidden size has the biggest
impact on the quality of models. The number of
layers was the second important parameter and im-
proved quality better than the number of attention
heads. Our results are similar to the results reported
in Wang et al. (2019): they show that larger hidden
size tend to improve quality.

The hidden size might be important for smaller
models because different layers code different in-
formation. For example, Rogers et al. (2020) sum-
marise that the first layers are task-invariant and
contain general linguistic information while the
latest layers are usually task-specific.

On the contrary, attention heads are usually more
detailed, for example, they are known to remember
specific syntactic patterns (Htut et al., 2019). Ko-
valeva et al. (2019) reveal that attention heads learn
the same patterns. Therefore, when the resources
to encode information are limited, attention heads
do not add much new information.

Regarding the hidden size, our results are differ-
ent from the results in (Wang et al., 2019). While
they postulate that number of layers is the most
essential parameter, our results show that hidden
size is better for performance improvement.

Since on some tasks small models did not reach
the level of a base model, we train more models
but following the results we achieved in our ex-
periments with model parameters, we limit our
experiments to hidden size and number of layers
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Figure 1: Small models’ results on different tasks.

leaving behind the number of attention heads as an
insignificant factor.

These experiments summarised in table 2 show
that most of the ‘morphosyntactic’ tasks are ac-
quired by models with hidden size of 768. At the
same time, on discourse-based tasks, models with
much smaller size show results comparable to the
base model.

For most BLiMP tasks the level of the base mod-
els is achieved by models of hidden size of 518
with 4 or 8 layers, which is a smaller size than for
other ‘morphosyntactic’ probing tasks.

The results of the experiments prove that increas-
ing hidden size shows better results than increasing
number of layers.

Moreover, models with the hidden size of 768
and 8 layers show results close to the model with
the same hidden size and 12 layers. Therefore, we
conclude that hidden size is the crucial parameter
for language acquisition.

5 Conclusion

This works addresses the problem of language ac-
quisition in state-of-the-art models and answers
which factors influence the language acquisition

process.
To display correlation between language acqui-

sition and different model parameters, we trained
four models: one with the minimal hidden size and
minimal number of layers and attention heads and
three models with one parameter increased and oth-
ers frozen. These experiments reveal that hidden
size appears to be the most essential parameter for
language acquisition, whereas attention heads do
not significantly increase a model’s performance.

Finally, we compared all tasks with the size of a
model that shows the quality comparable with the
base model used before. The idea behind this com-
parison is to find any correlation between different
language levels and probing measures. As a result,
models distinguish discourse from morphology and
syntax but there is almost no difference between
‘morphological’ and ‘syntactic’ tasks.
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Task Sentence examples Labels

Subject number Her employer had escaped with his wife for several afternoons
this summer.

NN

Your Mackenzie in-laws have sordid reputations few decent fami-
lies wish to be connected with.

NNS

Person So I still can recomend them but prepare pay twice as much as
they tell you initially.

has a person marker

The service was friendly and fast, but this just does nt make up for
the lack - luster product.

does not have a person marker

Tree depth We have done everything we can for her . 11
Alvin Yeung of Civic Party 3

Top constituents Did it belong to the owner of the house ? VBD_NP_VP_.
How long before you leave us again ? WHNP_SQ_.

Connectors He ’d almost forgotten about that man . Sarah had somehow
brought him back , just as she had his nightmares .

but

I let out a slow , careful breath . Felt tears sting my eyes . and

Sentence position Quneitra Governorate ( / ALA-LC : “ Muhāfazat Al-Qunaytrah “
) is one of the fourteen governorates ( provinces ) of Syria . The
governorate had a population of 87,000 at the 2010 estimate . Its
area varies , according to different sources , from 685 km ² to 1,861
km ² . It is situated in southern Syria , notable for the location of
the Golan Heights . The governorate borders Lebanon , Jordan
and Israel .

1

The bossom and the part of the xhubleta covered by the apron are
made out of crocheted black wool . The bell shape is accentuated
in the back part . The xhubleta is an undulating , bell-shaped
folk skirt , worn by Albanian women . It usually is hung on the
shoulders using two straps . Part of the Albanian traditional
clothing it has 13 to 17 strips and 5 pieces of felt .

4

Penn Discourse Treebank Solo woodwind players have to be creative,they want to work a lot Pragmatic Cause
The U.S. , along with Britain and Singapore , left the agencyl, its
anti-Western ideology , financial corruption and top leadership
got out of hand

List

Discourse Coherence Within the fan inlet case , there are anti-icing air bosses and probes
to sense the inlet pressure and temperature .’, ’High speed center
of pressure shifts along with fin aeroelasticity were major factors
. At the 13th ( i.e .’, ’the final ) compressor stage , air is bled out
and used for anti-icing . The amount is controlled by the Pressure
Ratio Bleed Control sense signal ( PRBC ) . The “ diffuser case “
at the aft end of the compressor houses the 13th stage .

a text is not coherent

This experience of digital circuitry and assembly language pro-
gramming formed the basis of his book “ Code : The Hidden
Language of Computer Hardware and Software ” . Petzold pur-
chased a two-diskette IBM PC in 1984 for $ 5,000 . This debt
encouraged him to use the PC to earn some revenue so he wrote
an article about ANSI.SYS and the PROMPT command . This was
submitted to PC Magazine for which they paid $ 800 . This was
the beginning of Petzold ’s career as a paid writer . In 1984 , PC
Magazine decided to do a review of printers .

a text is coherent

Table 3: Examples of tasks

Task Acceptable sentence Unacceptable sentence

Transitive The pedestrians question some people. The pedestrians wave some people.

Passive Tracy isn’t fired by Jodi’s daughter. Tracy isn’t muttered by Jodi’s daughter.

Principle A c command This lady who is healing Charles wasn’t hiding herself. This lady who is healing Charles wasn’t hiding himself.

Adjunct Island Who does John leave while alarming Beverly? Who does John leave Beverly while alarming?

Table 4: BLiMP Minimal pairs examples


