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Abstract
The U.S. Food and Drug Administration (FDA) collects real-world adverse events, including device-associated
deaths, injuries, and malfunctions, through passive reporting to the agency’s Manufacturer and User Facility Device
Experience (MAUDE) database. However, this system’s full potential remains untapped given the extensive use
of unstructured text in medical device adverse event reports and lack of FDA resources and expertise to properly
analyze all available data. In this work, we focus on addressing this limitation through the development of an
annotated benchmark corpus to support the design and development of state-of-the-art NLP approaches towards
automatic extraction of device-related adverse event information from FDA Medical Device Adverse Event Reports.
We develop a dataset of labeled medical device reports from a diverse set of high-risk device types, that can
be used for supervised machine learning. We develop annotation guidelines and manually annotate for nine
entity types. The resulting dataset contains 935 annotated adverse event reports, containing 12252 annotated
spans across the nine entity types. The dataset developed in this work will be made publicly available upon publication.
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1. Introduction

Medical device adverse events are undesirable,
unexpected events that occur during or after the
use of a medical device. The United States Food
and Drug Administration (FDA) uses a multifaceted
approach to monitor the safety and effectiveness
of marketed devices. The Manufacturer and User
Facility Device Experience (MAUDE) database is
a passive surveillance system and the FDA’s pri-
mary post-market surveillance tool to capture real-
world device-related deaths, serious injuries, and
malfunctions. Other data sources include premar-
ket clinical trials, and analysis of real-world data
such as information from electronic health records
(EHRs)(FDA, 2018). To support large-scale use of
EHRs similar to what has been achieved in phar-
macovigilance for drugs, the FDA introduced the
unique device identification (UDI) system to en-
able identification and monitoring of devices. How-
ever, the program remains in an early phase given
the slow adoption of UDIs by healthcare systems
and the inability to efficiently identify and track de-
vice use (Kinard and McGiffert, 2020; Concato and
Corrigan-Curay, 2022; Salazar and Redberg, 2020).
Thus, the FDA continues to seek additional method-
ologies to support device surveillance activities.

Adverse event reporting enables FDA to take cor-
rective action on problematic devices when safety
concerns are identified (Levinson, 2009). The
FDA’s MAUDE database, which contains all device-

related adverse event reports dating back to 1991,
is publicly available on the FDA’s website. The
FDA makes the MAUDE database available to “pro-
vide patients and health care professionals with
important information they can utilize to make more
informed medical decisions.” While spontaneous
reports have limitations, most notably underreport-
ing, many important safety signals have been ini-
tially identified using this information (Chung et al.,
2020). The MAUDE database remains the primary
mechanism for identifying safety signals for de-
vices that require enforcement action, and was the
most frequent source of device safety information
leading to Medical Device Safety Warnings issued
from 2011 to 2019 (Tau and Shepshelovich, 2020;
Tomes, 2020). The database has also been used
by investigators to assess the safety of specific
devices across medical specialties (Coelho and
Tampio, 2017; Tambyraja et al., 2005; Mahmoud
et al., 2021).

Existing methods for safety signal detection from
adverse event reports use statistical data mining
methods such as disproportionality analysis, sta-
tistical process control, and sequential probability
tests. These methods depend on structured data
in the reports. While the data are rich in details
regarding the specifics of the adverse event, most
of it is free-form, unstructured text that requires
processing and conversion into structured informa-
tion for analysis. The few studies addressing de-
vice adverse event information extraction from text
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Figure 1: Example of adverse event report narrative from MAUDE

use rule-based methods consisting of user-defined
rules for pattern matching to the raw text for informa-
tion extraction (Alemzadeh et al., 2016; Penz et al.,
2007). Rule-based systems are valued for their
interpretability and ability to incorporate domain
knowledge, but manually creating rules covering all
possible information categories is labor intensive
and requires high-level human expertise. The rules
also apply to a small number of event types, mak-
ing generalization expensive. Even fewer studies
have applied supervised machine learning-based
approaches towards device adverse event infor-
mation extraction (Xie et al., 2018; Callahan et al.,
2019). The few studies that automate information
extraction have focused on specific device(s), lim-
ited data types, and a pre-determined set of basic
adverse events.

Application of natural language processing (NLP)
techniques to adverse event information extraction
may provide an effective way to augment current
approaches for post-marketing safety monitoring
(Harpaz et al., 2014; Karimi et al., 2015). In this
work we describe the development of a new dataset
that will allow for fine-grained device-related ad-
verse event information extraction, including impor-
tant data types such as patient problems, device
problems, reported patient outcomes and device
information mentioned in the reports.

2. Background

In the context of drug safety surveillance and phar-
macovigilance, many open challenges and shared
tasks were conducted to assess and advance the
state of the art in NLP for extraction of adverse drug
events from clinical narratives (Uzuner et al., 2011;
Henry et al., 2019; Jagannatha et al., 2019; Weis-
senbacher et al., 2019). Besides providing a venue
for researchers to develop comparative systems on
the same data and tasks, the challenges also made

a variety of annotated adverse drug events datasets
available for future researchers to learn and build
on the state-of-the-art systems. On the other hand,
NLP for medical device adverse event detection is
unexplored. Research in this area is also impeded
by a lack of curated medical device adverse event
detection datasets for developing NLP models, and
limited research in device signal detection meth-
ods from unstructured text. This work is therefore
addressing an unmet need, since it is the first to
describe the creation of a novel medical device ad-
verse event detection NLP benchmark dataset, a
data genre that is medical but different from ad-
verse drug events, EHRs, and other biomedical
text.

3. Data and Preparation

3.1. Data Source
We use the FDA’s MAUDE database, a publicly
accessible resource with over 10 million records
on medical device safety. Each report has struc-
tured fields that capture patient problem and device
problem codes, but also two unstructured fields –
manufacturer narrative and adverse event descrip-
tion (Figure 1). The adverse event information in
the MAUDE reports might not be well-captured by
the structured data. Detailed information about the
adverse event in the unstructured part of the re-
ports may play a key role in identifying additional
events and safety signals that are missed in the
structured data (Figure 2).

Natural language annotation (i.e., tagging text
such as patient problems, product problems, and
patient outcomes) is a key step for training machine
learning models to automatically extract adverse
event information from large-scale corpora. This
requires the following steps we detail below: 1)
Identifying important information from the reports,
defining the entities that reflect this information, and
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Figure 2: A sample report showing potential adverse events described in an unstructured “Event Descrip-
tion” field. Yellow highlighting indicates events that overlap with the structured data for the report, while
blue indicates adverse events without corresponding structured data, and hence potential safety signals
that were missed in the structured data.

creating annotation standards for annotators on the
entities 2) Manually annotating a sample of reports
with these entities. The key data extracted from the
MAUDE database for this work is the unstructured
device adverse event report narratives submitted
to the FDA.
3.2. Dataset Creation
We create a large, diverse dataset of class III
(high-risk) medical device adverse event reports
from the FDA MAUDE database. Class III devices
(e.g., pacemakers, blood vessel stents, cochlear
implants) are implantable and/or life-sustaining de-
vices that require premarket clinical safety and ef-
fectiveness data for approval. Any problems with
these devices could lead to significant adverse out-
comes for the patients. While class III devices
constitute only 6.7% of all the devices, they make
up more than 35.2% of device adverse event re-
ports. Our sample includes reports of Class III
devices with clinical safety and effectiveness data
to maximize data usefulness for subsequent tasks.
Devices are assigned to one of 491 “product cat-
egories”, to ensure a representative sample of de-
vices, we include all product categories with at least
one adverse event report and include up to a max-
imum of six reports per product category. Finally,
we select reports that include narrative descriptions
of the adverse event.

4. Annotation Protocol

4.1. Named Entity Annotations
We created annotation guidelines for the following
nine named entities:

1. Manufacturer. The manufacturer of a device

2. Device. Type of device. Common/Generic
name of device implanted/explanted, used in
the diagnosis, cure, mitigation, treatment, or
prevention of disease. And/Or The Propri-
etary/Trade/Brand name of the medical device
(as used in device labeling or in the catalog).

3. Device Problem. The product problems
that were reported to the FDA if there was a
concern about the quality, authenticity, perfor-
mance, or safety of any medication or device.

4. Treatment. Treatment of event the patient re-
ceived. Medications/Device Therapy/Surgery
in response to the adverse event. Name(s) of
the drugs/ devices/ therapies mentioned in the
treatment of the adverse event.

5. Procedure. Medical procedure for/during
which the device is used. A device is either
implanted, explanted, replaced, or applied.

6. Adverse Event. Adverse side-effects of the
device on the patient (a.k.a. patient prob-
lems). These are medical conditions, signs
or symptoms resulting from use (implant-
ing/explanting/application) of the device.

7. Indication. Medical sign or symptom that
is the basis or direct cause of treatment. Al-
ternatively, it can be described as a medical
condition for which a device implant/explant
has been prescribed in the past or present.

8. Other Medical Conditions (OMC). Medical
signs, symptoms, or disease names that are
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neither being actively treated (Indications) nor
are they adverse side effects (patient prob-
lems) of using a device.

9. Outcome. Outcome associated with the ad-
verse event for a patient.

Manufacturer and Device categories are impor-
tant for device name normalization because de-
vice names can be difficult to parse and are not
consistently used across reports. Adverse Events,
Indications, and Other Medical Conditions are all
essentially “medical problems,” and so can appear
superficially similar, but have crucial differences in
how they should be interpreted. As a result, distin-
guishing them may make for a challenging task, but
one that is vital for truly understanding the report.
Treatment and Procedure categories are important
to extract and distinguish since they are also su-
perficially similar, yet have different interpretations,
and which can also relate to the Outcome category.
Overall, this set of categories attempts to capture
the most important pieces of information in a report,
potentially allowing for a variety of downstream ap-
plications.

4.2. Annotation Quality Control
We developed annotation guidelines and provided
them to the annotators. We created rigorous anno-
tation guidelines in an iterative process. The first
draft guidelines included entity type descriptions,
examples, and detailed instructions for challenging
scenarios. Any ambiguous situations that arose
during the annotation conflict resolution exercises
were documented as examples for the guidelines.
To ensure consistency and correctness, two anno-
tators (a dedicated staff annotator with expertise
in medical coding, and a regulatory scientist with
experience working in the biomedical text mining
domain) independently annotated a sample of re-
ports after training, performed a check for agree-
ment, and adjusted the annotation instructions to
improve subsequent annotations. We use a web-
based annotation tool called Label Studio (Maxim
Tkachenko et al., 2023) to label the reports.

5. Annotation Results

To assess the quality of the manual annotations,
we measure the inter-annotator agreement be-
tween the annotators using precision, recall, and
F-measure, the performance metrics commonly ap-
plied in information retrieval tasks (Hripcsak and
Rothschild, 2005). The two annotators labeled 130
reports with 2606 entity labels. The inter-annotator
agreement yielded a precision of 0.71 and a recall
of 0.68. In total, we labeled 935 adverse event re-
ports with a total of 12252 labels spanning the nine

Entities #Labels Avg #Labels
Per Report

Adverse Event 2993 4.17
Device 3410 3.99

Device Problem 964 2.52
Indication 385 2.01

Manufacturer 280 1.56
OMC 461 3.27

Outcome 70 1.46
Procedure 3144 4.05
Treatment 545 2.75

Table 1: Number of annotations per entity type in
the dataset.

entities. We further split the corpus into train/test,
resulting in 822, and 113 reports, respectively. The
training/test set split is stratified such that the test
set consists of devices that were not part of the
training set. This split allows for domain adaptation-
style experiments where an evaluation can be bro-
ken down into performance on devices that have
been previously seen versus those that are new.
All annotations are stored as JSON files as well
as in CONLL2003 (Sang and De Meulder, 2003)
data format suitable for the named entity recogni-
tion task. We report statistics on the labels. The
occurrence of each named entity type is provided
in Table 1.

6. Conclusions

Medical devices are more complex than pharma-
ceutical drugs, and faulty design and manufacturing
are often the cause of device-related injuries. New
devices are less likely to have their safety estab-
lished clinically before they are marketed. Effective
postmarket surveillance of high-risk medical de-
vices is vital for early warning about safety issues.
Reportable adverse events suggest that the de-
vice may have caused or contributed to a death
or serious injury. Spontaneous reporting of ad-
verse events is an important surveillance tool. Nat-
ural Language Processing (NLP) techniques can
provide an effective way of post-marketing safety
monitoring, but large domain-specific corpora are
needed to train and assess high-performance NLP
models. This work aims to address this unmet need
by developing a benchmark corpus and annotated
dataset for training and evaluating NLP approaches
to extract adverse event information from medical
device safety reports and help in improving the
medical device safety surveillance process. The
dataset can also be used for other natural language
processing tasks such as text classification or ques-
tion answering, among others. The dataset devel-
oped in this work will be made publicly available
upon publication.
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