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Abstract

Sentiment analysis is an important tool for aggregating patient voices, in order to provide targeted improvements
in healthcare services. A prerequisite for this is the availability of in-domain data annotated for sentiment. This
article documents an effort to add sentiment annotations to free-text comments in patient surveys collected by the
Norwegian Institute of Public Health (NIPH). However, annotation can be a time-consuming and resource-intensive
process, particularly when it requires domain expertise. We therefore also evaluate a possible alternative to human
annotation, using large language models (LLMs) as annotators. We perform an extensive evaluation of the approach
for two openly available pretrained LLMs for Norwegian, experimenting with different configurations of prompts and
in-context learning, comparing their performance to human annotators. We find that even for zero-shot runs, models
perform well above the baseline for binary sentiment, but still cannot compete with human annotators on the full dataset.

Keywords: patient feedback, sentiment analysis, generative models, in-context learning, annotation

1. Introduction

The Norwegian government has a long tradition of
collecting data on patient experiences in the form of
surveys, and recently this has also included of un-
structured free-text comments. The application of
sentiment analysis (SA) to these texts is expected
to provide valuable information on patient experi-
ences, which can then be used to improve care at
both district and national levels.

This paper documents a large-scale annotation
effort to add comment- and sentence-level polarity
to patient feedback, representing a collaboration
between NLP researchers and health profession-
als. Specifically, we target patient comments on
experiences with General Practitioners and Spe-
cial Mental Healthcare. In addition to presenting
the annotation guidelines and an analysis of the
resulting dataset, we also include experimental re-
sults on augmenting the human annotations with
predictions by pretrained large language models
(LLMs). Using two recently released generative
LLMs for Norwegian based on the T5 and Mistral
architectures (Raffel et al., 2020; Jiang et al., 2023),
we present results for different prompts combined
with zero- and few-shot learning. We also compare
and discuss the differences in error types made by
human annotators and the models.

Due to privacy concerns and the sensitive nature
of patient feedback, the underlying text material
can unfortunately not be openly distributed, but we
publish the prompts, the class distributions and the
annotation guidelines.1

1https://github.com/ltgoslo/
Sentiment-Annotation-of-Patient-Comments/

2. Background and Motivation

Importance of patient feedback Systematic re-
views of the literature show that positive patient ex-
periences are associated with better patient safety,
better effectiveness, higher levels of adherence,
and lower healthcare utilization (Anhang Price et al.,
2014; Doyle et al., 2013).

An important patient-oriented tool at the national
level is the national system for measuring patient ex-
periences. The purpose of the system is to system-
atically measure patient experiences with health
services, as a basis for quality improvement, man-
agement of health services, free patient choice,
and public accountability. To underpin these goals,
quantitative results from surveys are produced and
presented at different health care levels, e.g., re-
sults for hospitals, for health regions, and results
at the national level.

NIPH Surveys The Norwegian Institute of Public
Health (NIPH) has conducted many national pa-
tient experience surveys. All surveys include one
or more open-ended questions in which patients
are encouraged to write about their experiences
with the health service, which is equivalent to tens
of thousands of comments each year. These com-
ments present a rich data source on health ser-
vice evaluation (Grob et al., 2019b; Rivas et al.,
2019), but are mostly unused due to the time and
resources needed to analyze them. NIPH’s current
approach is to conduct manual content analysis of
a random sample of 500 comments in each survey
and report main findings at the national level along-
side quantitative results. Furthermore, providers

https://github.com/ltgoslo/Sentiment-Annotation-of-Patient-Comments/
https://github.com/ltgoslo/Sentiment-Annotation-of-Patient-Comments/
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might get access to the data for their patients, but
most providers lack the competence, systems and
resources to analyze qualitative data. This means
thousands of free text comments from each sur-
vey are excluded from further analysis and con-
sequently also from provider-level reports. This
exclusion is problematic from an ethical point of
view, but also because these types of data at lower
levels are highly valued by providers (Riiskjær et al.,
2012) and are well-suited for use in quality improve-
ment (Grob et al., 2019b). Free-text comments from
surveys have the potential to nuance the quantita-
tive data. For instance, a substantial proportion
of patients with the highest quantitative scores de-
scribe negative experiences in free-text comments
(Iversen et al., 2014), indicating that these could be
used for differentiating patients at the higher end
of the scale. Thus, one can expect added value of
quantitative indicators at the provider-level based
on the qualitative feedback of text comments.

Therefore, there is a clear need for an innova-
tive and highly efficient method for analyzing large
amounts of patient comments. In this paper we
describe the first steps towards the automatic anal-
yses of Norwegian free-text comments from pa-
tients. Feedback reports with results of free text
analysis at the provider-level will make them more
relevant and actionable for clinicians and managers
who want to improve quality (Grob et al., 2019b;
Riiskjær et al., 2012), thus possibly also strength-
ening the patient’s voice in quality improvement.
Alleviating the workload and costs associated with
annotating data for these systems constitutes an
important step in this direction.

3. Previous work

NLP for Patient Feedback Khanbhai et al. (2021)
present a systematic review on the application of
NLP and machine learning techniques to patient
experience feedback. It shows that 80% of the
surveyed studies applied language analysis tech-
niques to patient feedback from social media sites
followed by structured surveys. These studies in-
clude work based on both supervised and unsu-
pervised learning for text and sentiment analysis
(SA). To provide data for supervised SA, previous
work relies heavily on manual classification of a
subset of data by themes and sentiment (Alemi
et al., 2012; Bahja and Lycett, 2016; Doing-Harris
et al., 2017; Greaves et al., 2013; Hawkins et al.,
2016; Huppertz and Otto, 2018; Wagland et al.,
2016; Jiménez Zafra et al., 2017). In previous work,
comments extracted from social media have also
been analyzed using an unsupervised approach;
however, free-text comments from surveys are typi-
cally analyzed using supervised machine learning
(Khanbhai et al., 2021). Khanbhai et al. (2021)

discusses that comprehensive reading of all com-
ments within the dataset remains the ‘gold stan-
dard’ method for analyzing free-text comments, and
that this is currently the only way to ensure that
all relevant comments are coded and analyzed,
demonstrating that language analysis using an ML
approach is only as good as the dataset used to
inform it. Other studies recently published in this
area are all examples of how NLP and SA can be
used to make the information more accessible and
usable in various quality improvement initiatives,
for example, using dashboards, pipelines, and vi-
sualization (Alexander et al., 2022; Khanbhai et al.,
2022; Rohde et al., 2022; van Buchem et al., 2022).

Norwegian Sentiment Analysis To our best
knowledge, there has been no previous work on
sentiment analysis (SA) for free-text patient feed-
back, or for any user-generated text in Norwegian.
The bulk of previous work on Norwegian SA in gen-
eral relies on the NoReC dataset of multi-domain
reviews collected from various news sources (Vell-
dal et al., 2018). Based on an annotated subset,
Øvrelid et al. (2020) have published a fine-grained
SA corpus (NoReCfine) along with annotation guide-
lines, on which we partly base our manual annota-
tion effort, further described in Section 4. NoReCfine
contains annotations for fine-grained sentiment: an-
notating the opinion holder, target and polarity. In
addition to this, previous work has focused on entity-
level aggregation of SA annotation (Rønningstad
et al., 2022), and also on improving existing mod-
els using data augmentation based on a masked
language model (Kolesnichenko et al., 2023). It’s
worth noting that, being written by professionals
reviewers, the documents in NoReC do not con-
tain many of the features that are typical of user-
generated data, as in our patient comments, apart
from the obvious differences in domain.

Zero/Few-Shot Evaluation In this work, the main
focus will be on decoder-based, or generative, lan-
guage models and the evaluation of their capa-
bilities as sentiment annotators. These types of
models have been shown to perform well in zero-
shot or few-shot settings (Brown et al., 2020; Wei
et al., 2022) with limited annotated data. Given the
possibility of accessing these models via natural
language prompts, they are arguably also easier
to use than traditional models, especially in consid-
eration of health professionals who may not have
programming experience. We further focus exclu-
sively on openly available models that can be run
locally and do not risk leaking of sensitive data
via an API to a proprietary service. This is crucial
in our data setting, where surveys are considered
sensitive data.
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4. Annotation

Scope and Sources Our data comes from free-
text comments from the NIPH patient experience
surveys described above. The surveys cover vari-
ous different domains, but we focus on two subsets
of data: experiences with General Practitioners
(GPs) and evaluation of Special Mental Healthcare
(SMH). The data from these surveys has been the
focus of earlier research (Kjøllesdal et al., 2020;
Iversen et al., 2022), but the use of machine learn-
ing methods on the free-text comments is new.
While the domain (health-related) and the genre
(user-generated text) in these surveys are quite dif-
ferent from the professional reviews found in the
existing NoReC corpus, we adopt a similar anno-
tation setup as that used in the NoReCfine (Øvrelid
et al., 2020) annotation effort. The original annota-
tions were done at both comment- and sentence-
level, with a three-way intensity scale, together with
positive and negative sentiment, as well as explicit
mention of neutral sentences, indicating that there
is no expression of sentiment. Rather than using
the full space of distinct labels allowed by this anno-
tation scheme, in the experiments reported later we
will only use four, corresponding to positive, nega-
tive, mixed, and neutral, ignoring the intensities.

Annotators Annotation was performed by seven
researchers in the health service. A set of annota-
tion guidelines was devised based on NoReCfine,
with some adaptations to the active domain. Cer-
tain aspects of NoReCfine, such as the distinction
between various types of sentiment, and the pre-
cise delimitation of holders, targets and polar ex-
pressions were not carried over. The seven re-
searchers annotated in rounds of 50 comments
each. In addition to this, annotators received small
sets of 20 comments for quality control and Inter-
Annotator Agreement (IAA) calculations. These
datasets were annotated without discussions, but
the results were discussed in order to resolve any
ambiguity or potential issues.

4.1. Annotation Procedure
The sentiment annotation was performed at both
the comment-level and the sentence-level. The an-
notators marked polarity (positive, negative) and
intensity (slight, standard, strong). The original
texts were sentence-segmented and tokenized us-
ing Stanza (Qi et al., 2020). Manual inspection
of the resulting data shows that the tool provides
accurate segmentation; however, cases such as
emoticons (‘:-D’, etc.) are sometimes split erro-
neously. Sentences containing both positive and
negative sentiment were annotated separately for
both polarities. Sentences containing no polarity
were marked as neutral.

Type Total SMH GP
Comments 2 250 1 050 1 200
Sentences per comment 3.4 3.5 3.3
Words per sentence 14.8 16.0 13.8

Table 1: Number of comments, and average num-
ber of sentences per comment and words per sen-
tence. We see that feedback in psychiatric care
tends to be longer in both measures.

Comments were generally annotated using the
same set of guidelines as for sentences, but
comment-level polarity was scored based on a gen-
eral impression of the comment as a whole, not
just an aggregate of the sentiment of the sentences
it contains. Annotators placed special weight on
how the actual service (GP, SMH) was evaluated
when assigning labels at the comment-level. Basic
comment statistics are reported in Table 1.

Examples The comments in the dataset vary in
terms of how sentiment is expressed, and senti-
ment expressions can contain direct evaluations,
as we see in Example (1), where we find the strong
positive adjective fantastisk ‘fantastic’ describing
hospital employees, as well as the adjective fin
‘nice’ describing the patient’s stay.
(1) Fantastiske

fantastic
ansatte
employees

som
who

har
have

gjort
made

oppholdet
stay.the

så
so

fint
nice

.

.
‘Wonderful employees that have made my stay so
nice.’

In Example (2) on the other hand, we see a more
indirect evaluation of the treatment. The suggestion
that a video consultation is useful is interpreted as
a slightly negative evaluation of the health service
in question.
(2) Kanskje

Maybe
kunne
could

videokonsultasjon
video.consultation

være
be

til
to

nytte
use

ved
by

en
a

slik
such

livssituasjon
life.situation

?
?

‘Perhaps a video consultation could be of use in
this kind of life situation?’

The data also contain several neutral examples –
typically patients reporting on their own health situ-
ation, as in Example (3), or general descriptions.
(3) I

In
tillegg
addition

bruker
use

jeg
I

øyedråper
eye.drops

mot
against

høyt
high

trykk
pressure

(
(

grønn stær
glaucoma

)
)

.

.
‘In addition, I use eye drops for high pressure
(glaucoma).’
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Further Discussions The annotators had weekly
meetings both with each other, and with re-
searchers working on sentiment analysis, to dis-
cuss problematic cases and to update the guide-
lines so that they better reflect the choices taken.
Some of the issues discussed include to what ex-
tent descriptive sentences can indicate the patients’
opinion, and to what extent context should be taken
into account. In cases where sentiment would be
ambiguous without context, annotators were asked
to use the full context of the comment, and also their
knowledge of the field. In some cases, apparently
negative words could indicate positive sentiment,
as in cases where patients note that they get di-
agnosed with a serious illness, perhaps indicating
that it was good that it was actually diagnosed, or
that it reflects well on the GP who diagnosed them
correctly, and not focusing on the negative aspect
of having a disease in itself.

4.2. Style and Variation
The data is notably different from the existing re-
sources for Norwegian sentiment analysis. Being
user-generated language, without editing, it con-
tains some variation, both grammatical and stylistic.
Certain terms pertaining to the domains, such as
fastlege ‘general practitioner’, and opphold ‘stay’
are naturally very frequent. We also observe a
tendency for certain polar expressions to be very
frequent, with examples including fornøyd ‘pleased’
being among the top 20 most frequent words in the
training set. A similar tendency is not observed in
the NoReCfine data, where there is more variation
and a weaker tendency for certain polar expres-
sions to dominate. However, the texts notably do
not contain much medical jargon, although some
terms related to diseases and treatments. We be-
lieve the texts to be different from typical medical
domain writing. The texts further reflect the soci-
ety to some degree: both official Norwegian writ-
ten norms are represented, Bokmål and Nynorsk.
There is also some English in the dataset. Finally,
some comments show indications of lexical and
syntactic patterns associated with learner language,
and with spoken language in general. For example,
subjectless sentences are relatively common, as
in Example (4), where the subject of the verbs har
and kan has been elided.
(4) Har

Have
vert
been

innlagt
admitted

før
before

og
and

kan
can

trygt
safely

si
say

at
that

her
here

burde
should

noen
some

gripe
grab

tak
hold

.

.
‘[I] have been admitted before and can safely say
that someone should address the problems here.’

pos neg neut mix
Train 1 396 1 753 476 220
Test 1 396 1 755 477 220
Total 2 792 3 508 953 440

Table 2: Class distribution in the dataset for Posi-
tive, Negative, Neutral and Mixed sentences. The
high similarity in counts is due to all classes be-
ing weighted when creating the splits, making sure
both splits were as similar as possible.

4.3. Data Preparation and Splits
Although the full dataset is annotated with infor-
mation about intensity, we decided not to include
these attributes for the experiments in the current
study due to the added complexity. Sentences con-
taining slight, standard or strong polarity are thus
labeled as only belonging to one of the two polarity
classes, pos or neg. Sentences containing both of
these, in any polarity constellation, are labeled as
mix, while sentences with no polarity are labeled
neut. The distribution of these four classes in the
dataset is reported in Table 2. As we can see,
the class distribution is well balanced across the
training and test data, which were split 50–50, mo-
tivated by the need to ensure the test set is large
enough and the fact that we do not perform any
training. The split was done making sure that both
datasets contained a similar number of labels for
each class. The sentences were randomly sampled
for each class. We mainly focus our experiments
on this four-class setup, because we consider this
to correspond most closely to a realistic use-case
and because distinguishing sentiment-containing
data from neutral sentences is an important part of
naturally occurring data. However, we also report
results for a reduced 2-class version, discarding
the mix and neut examples.

4.4. Human Inter-Annotator Agreement
First Round Initially, two test rounds of annota-
tion were performed, in order to evaluate the guide-
lines, the experience of the annotator, and their
agreement. Following an initial set of test anno-
tations, smaller sets of 20 comments were anno-
tated with regular intervals to judge the annotators’
progress. Although the results from the first of these
sets showed a large variance between annotators,
with kappa agreement scores for annotations in-
cluding intensity varying from very low at 0.21 to as
high as 0.76. We note that much of the disagree-
ments stem from the annotations of intensity. How-
ever, when considering to what extent annotators
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A1 A2 A3 A4 A5 A6
A1 1.0 0.96 0.95 0.95 0.96 0.95
A2 0.96 1.0 0.95 0.92 0.95 0.92
A3 0.95 0.95 1.0 0.95 0.95 0.93
A4 0.95 0.92 0.95 1.0 0.92 0.93
A5 0.96 0.95 0.95 0.92 1.0 0.92
A6 0.95 0.92 0.93 0.93 0.92 1.0

Table 3: Inter annotator agreement scores for posi-
tive, negative and neutral sentiment from the sec-
ond round of IAA-annotations. One annotator who
annotated for the project did not partake in these
specific rounds.

agree on the two polarity classes and neutral sen-
tences, ignoring intensity, the lowest kappa score
was 0.62, and the highest 0.93.

Second Round Following the results from the
first of the 20-comment annotations, the annotators
discussed various specific cases of disagreement.
Topics of discussion included to what extent cer-
tain expressions exhibit sentiment, and annotators
were asked to give justification for their annotations,
which were then discussed before consensus was
made, if possible. After a series of discussions, a
new IAA dataset was annotated to show to what
extent these discussions affected the agreement
among annotators, giving the results in Table 3, not
including intensity, where we see that scores have
improved markedly, showing that humans agree
on which sentences are positive, negative and neu-
tral. There is notably more disagreement for the
negative polarity than for the positive. We also ob-
serve that there are often more than one annotator
disagreeing for negative polarity, indicating greater
variation and uncertainty for negative labels. One
annotator annotated for the project, but did not par-
take in these two IAA-rounds.

5. LLM-Based Annotation

For free-text comment analysis, finding human an-
notators can be difficult. Not only are there few to
choose from who have the necessary background
knowledge to interpret the context correctly, anno-
tation work can be expensive and time-consuming,
placing additional economic strain on health ser-
vices researchers or other personnel annotating
data. We want to explore whether newer models
could aid in this effort. Therefore, we compare the
zero-shot and few-shot performance of two Norwe-
gian LLMs with the annotations of six healthcare
professionals.

5.1. Language Models
In particular, we evaluate predictions of one rela-
tively small but instruction-finetuned model, Chat-
NorT5, and of a larger model that has not been
finetuned on any downstream tasks, NorMistral.

ChatNorT5 This model is an instruction-
finetuned version of nort5-large, an 808-
million-parameter Norwegian encoder-decoder
language model (Samuel et al., 2023).2 By itself,
NorT5 is pretrained on masked language modeling
(Raffel et al., 2020), therefore, we further finetune
it on instructions (via causal language modeling),
to turn it into a generative model capable of
predicting sentiment labels in zero-shot or few-shot
settings. To make the evaluation more realistic,
we train on a general set of instructions, not
specifically focusing on sentiment analysis. We
use a collection of Alpaca-like datasets (Taori
et al., 2023) and translate them from English to
Norwegian Bokmål with OPUS-MT (Tiedemann
and Thottingal, 2020).3 In total, we have translated
287k conversations and then finetuned the model
for one epoch. One conversation consists of
multiple query-response turns, and the model
is trained to produce a gold response (using its
decoder part) given all previous turns (provided to
the encoder part).

NorMistral In addition to the instruction-tuned
model, we also test an openly available Norwegian
language model called normistral-7b-warm.4
This model has been continually pretrained from
the Mistral 7B model (Jiang et al., 2023) and has
been shown to perform well in zero-shot and few-
shot evaluations, even without instruction-tuning.

5.2. Likelihood Scores
As using the generated output from a causal LLM
can lead to difficulties in mapping to the gold
classes, we only consider a fixed set of possible
responses for each prompt. We follow Brown et al.
(2020) and formulate sentiment analysis as a task
of choosing one prompt completion out of a limited
number of other possible completions, based on

2https://huggingface.co/ltg/
nort5-large

3UltraChat (Ding et al., 2023): https:
//huggingface.co/datasets/stingning/
ultrachat, ShareGPT: https://huggingface.
co/datasets/philschmid/sharegpt-raw, Wiz-
ardLM: https://huggingface.co/datasets/
WizardLM/WizardLM_evol_instruct_V2_196k
and SODA (Kim et al., 2022): https://huggingface.
co/datasets/allenai/soda.

4https://huggingface.co/norallm/
normistral-7b-warm

https://huggingface.co/ltg/nort5-large
https://huggingface.co/ltg/nort5-large
https://huggingface.co/datasets/stingning/ultrachat
https://huggingface.co/datasets/stingning/ultrachat
https://huggingface.co/datasets/stingning/ultrachat
https://huggingface.co/datasets/philschmid/sharegpt-raw
https://huggingface.co/datasets/philschmid/sharegpt-raw
https://huggingface.co/datasets/WizardLM/WizardLM_evol_instruct_V2_196k
https://huggingface.co/datasets/WizardLM/WizardLM_evol_instruct_V2_196k
https://huggingface.co/datasets/allenai/soda
https://huggingface.co/datasets/allenai/soda
https://huggingface.co/norallm/normistral-7b-warm
https://huggingface.co/norallm/normistral-7b-warm
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their likelihood scores. Both evaluated language
models can output P (si | s0 : i), the estimated prob-
ability of producing a subword si given the previous
subwords s0 : i = s0 . . . si−1. We use this ability to
test three ways of calculating a likelihood score of
a completion c = (c0 . . . cn) given a query q:

1. L1(c | q) =
∑

ci∈c logP (ci | q, c0 : i),

2. L2(c | q) = 1/n ·
∑

ci∈c logP (ci | q, c0 : i),

3. L3(c | q) = 1/nchar ·
∑

ci∈c logP (ci | q, c0 : i).

The first formula calculates the actual estimated
log-probability of c given q; however, in practice,
this formulation tends to overestimate the likelihood
of short sequences. Therefore, we try to normalize
the likelihood by the length of completion c – the
second formula normalizes by its number of sub-
words, n, and the third formula by its number of
characters, nchar.

5.3. Prompting
As there is little earlier work on prompts for senti-
ment analysis for Norwegian, we based our initial
prompts on the existing sentiment-related prompts
in the FLAN dataset (Wei et al., 2022). The FLAN
dataset contains four datasets: IMDB (Maas et al.,
2011), Sent140 (Go et al., 2009), SST-2 Socher
et al. (2013) and Yelp.5 FLAN includes several sets
of English SA prompts for each of these, and they
were manually translated into Norwegian.

Prompt Variation The prompts from FLAN con-
tain variation in terms of multiple choice variation,
differences in formality, as well as different near
synonyms, and the words used to refer to the text
itself (the preceding, this). We aimed at keeping
some variation, but discarded multiple choice ques-
tions and informal variants, and did not experiment
with synonyms.

Prompt Filtering Among all Norwegian transla-
tions of prompts, only natural-sounding sentences
were considered. As we calculate likelihoods based
on a certain reply given a prompt, we also wanted
to keep the number of possible replies low. Some
sentences were discarded due to requiring very
different replies. We also wanted to be able to com-
pare the prompts with each other, and therefore ex-
cluded sentences that would force us to expand our
number of prompts drastically. FLAN-prompts not
related to sentiment classification were excluded.
The resulting base prompts are shown in Table 4.

5https://course20.fast.ai/datasets.
html

Prompt Expansion These base prompts were
then expanded to create 48 prompts. Each result-
ing prompt is given a 4-number code based on the
kind of modification it received. The first number
(1-9) indicates the base prompt from Table 4. The
second number indicates whether the test set sen-
tence comes after (1) or before (2) the prompt. The
third number indicates whether the question has
no mentions of any of the four classes (0), mention
of positive and negative (2), or all four (4). The final
number indicates whether the word positiv comes
before (2) or after (1) the word negative. We give
an example of prompt 8-2-4-2 in Example (5).
The id means that it is based on prompt 8, has the
target sentence before the prompt, has 4 classes,
and has negativ before positiv.
(5) Oppfatter

Consider
du
you

denne
this

setningen
sentence.the

som
as

positiv,
positive,

negativ,
negative,

blandet
mixed

eller
or

nøytral?"
neutral?

‘Do you consider this sentence positive, negative,
mixed or neutral?’

Possible Replies to Prompts Each prompt is
combined with a limited set of possible answers.
Much of the variation in these replies comes from
the two main classes of answers, one with the word
setningen ‘the sentence’ and one containing sen-
timentet ‘the sentiment’, which require masculine
(setningen) and neuter (sentimentet) agreement,
respectively. We introduce versions of replies that
have a pronoun (den, ‘it’) instead, and finally ver-
sions where only the class is mentioned in the re-
ply. In total, there are 16 alternatives per prompt,
of which two have no difference depending on
grammatical gender, giving 30 different replies.
Each possible reply was associated with its suitable
prompt data. A prompt file containing all possible
prompts with all possible replies for each prompt
was the basis of our experiments.

Examples6, 7 and 8 show how the answers to a
prompt vary in syntactic structure and content. Ex-
ample 6 shows a full sentence referring back to the
sentence (or sentiment), while in 7 it is substituted
by a pronoun, and finally in 8 both the pronoun and
the verb is elided to provide a minimal answer.

(6) Setningen
the.sentence

er
is

positiv
positive

.

.
‘The sentence is positive.’

(7) Den
it

er
is

positiv
positive

.

.
‘It is positive.’

(8) Positiv
positive

.

.
‘Positive.’

https://course20.fast.ai/datasets.html
https://course20.fast.ai/datasets.html


14

ID Norwegian English
1 Hvordan er sentimentet til denne setn.? How is the sentiment of this sent.?
2 Hva er sentimentet til denne setn.? What is the sentiment of this sent.?
3 Hvordan vil du beskrive sentimentet til denne setn.? How would you describe the sentiment of this sent.?
4 Beskriv sentimentet i denne setn.. Describe the sentiment in this sent..
5 Ville du sagt at denne setn. er positiv eller negativ? Would you say that this sent. is positive or negative?
6 Vil du si at denne setn. er positiv eller negativ? Would you say that this sent. is positive or negative?
7 Er sentimentet i denne setn. positivt eller negativt? Is the sentiment in this sent. positive or negative?
8 Oppfatter du denne setn. som positiv eller negativ? Do you see this sent. as positive or negative?
9 Er denne setn. positiv eller negativ? Is this sent. positive or negative?

Table 4: The 9 base prompts, and their English translations. Note that the translations here are back-
translations. sent.=sentence, setn. =setningen.

6. LLM Experiments and Results

We performed experiments for both zero-shot and
few-shot set-ups for both ChatNorT5 and NorMis-
tral. We look at both a 4-class representation
and a reduced binary representation, which corre-
sponds roughly to cases where we would expect
low and high agreement, respectively. To evalu-
ate the binary dataset, we simply do not evaluate
the model output on the neutral and mixed labels,
and we limit the evaluation by only investigating
the predicted likelihoods for the replies mapping
to the classes pos and neg. The results are com-
pared to a simple bag-of-words Naive Bayes model
baseline.

Naive Bayes Baseline We set up a simple Naive
Bayes model using the Natural Language ToolKit
(NLTK) Python library (Bird et al., 2009), using the
entire vocabulary of the train set, removing the
20 most common words. With this baseline, we
achieve a macro F1 score of 41.0 for the four-class
problem, higher than the random baseline of F1

22.0 For the binary setup we achieve a quite high
F1 score of 79.0 compared to the baseline of 50.0

Experimental Setup Given the document with
all 48 prompts and 16 alternatives per prompt, we
estimated the likelihoods for each sentence in the
test set. For a given sentence in the test set, there
are 16×3 likelihood measures. For each of the
three different likelihood scores, we selected the
maximum across these 16, mapped the reply alter-
natives to one of the four classes, and treated that
as the predicted value of that sentence.

In the 2-class setup, only responses that map
to the binary classes were iterated through. We
could then calculate the macro F1 score across the
dataset for each likelihood, for each prompt. We
use the likelihood method that gives the overall best
F1 score for all prompts in the test set to evaluate
which prompts we use for the few shot setup. We
then select the best-performing prompts from each
model.

L ChatNorT5 NorMistral

4-
cl

as
s L1 39.9 9.4

L2 40.6 2.8
L3 42.4 2.7

2-
cl

as
s L1 88.7 84.8

L2 89.2 89.0
L3 89.3 89.1

Table 5: Zero-shot results. The highest F1 scores
(among different prompts) for the 4-class and
2-class evaluation using the ChatNorT5 and
NorMistral models, and the three formulations of
likelihood scores.

6.1. Zero-Shot Runs
In the zero-shot setup, we provide the model with
a prompt, and calculate the likelihood for the 16
possible answers, using the likelihood estimates
described above. Results for zero-shot runs with
the two models, for both the 4-class and 2-class re-
sults, are reported in Table 5. We observe notable
differences both between the two models, and be-
tween the binary and 4-classes. The ChatNorT5
model performs much better in the 4-class setting,
but this is mainly due to high scores for the nega-
tive and positive classes. We find that neutral and
mixed are difficult for both models.

ChatNorT5 We see that for ChatNorT5, it is
the third likelihood that gives the best results, both
in the 4-class and 2-class setup. The differences
between the three values are not large, and we
observe that the difference between the various
prompts are far more marked. The two best overall
prompts were 7-2-2 and 7-1-2, and the best 4-
class prompts were 7-2-4-2 and 8-2-4. 7-2-2
was also the best binary prompt, along with 5-1-2.
We see that three of these are based on prompt 7,
which is originally binary but expanded to 4-class in
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7-2-4-2. Regarding placement of the input sen-
tence, in 19 of 24 pairs of sentences, having the
sentence in front gives a higher macro F1. In gen-
eral, there is a problem that many prompts lead to
few predictions of the neutral and mixed classes.
We also see that, in terms of difference between the
likelihoods, invariably, if a prompt predicts overall
more positive sentiment for one likelihood, it does
so for all likelihoods. It seems that prompts that
work well for the positive and negative classes out-
perform other prompts even if they predict more
neutral and mixed classes.

NorMistral For NorMistral we see that all
prompts almost exclusively predict the mixed class.
Here, the difference is larger between the three like-
lihood scores. While the likelihood score L1 gives
the best 4-class score, the best binary score is ob-
tained again by L3. While L3 has no predictions
outside the mixed class, L2 has a single prediction
outside, but L1 has 201 positive, 416 negative, and
5612 neutral predictions. The weak 4-class results
are somewhat surprising, and can indicate either
that the current prompts are largely inadequate for
this model or that the model does not understand
more nuanced sentiment. However, in the binary
setup, the opposite is true. We approach very high
F1 scores, suggesting that weak 4-class scores are
a result of inadequate prompting. Interestingly, the
best-performing sentences are four-class prompts:
9-1-4 and 6-1-4.

Due to low and largely similar results for the
4-class setup, we select only four prompts for
NorMistral, exclusively from the binary setup,
and also include prompts 2-1-0 and 6-1-2-2.

6.2. Few-Shot Runs
Having run zero-shot runs for both models, we use
the best performing prompts in a four-shot setting.
This setup consists of four pairs of query–response
examples, one from each class, given to the model
as context, before the test sentence we want to
make a prediction for. Each example was randomly
sampled from the training set, and selected sep-
arately for each sentence in the dataset. These
examples are all taken from the training set. The
best scores for the three likelihoods are reported in
Table 6.

Few-Shot with ChatNorT5 The results from the
few-shot runs with ChatNorT5 are reported in Ta-
ble 7. We observe that the F1 score drops due to
the 7-based prompts almost exclusively predicting
the mixed class, while the 8-based prompt favors
the neutral class, but is more balanced. In the
binary setup, however, we see very high scores,
almost beating the zero-shot results.

L ChatNorT5 NorMistral

4-
cl

as
s L1 28.6 12.2

L2 28.6 2.7
L3 28.6 2.7

2-
cl

as
s L1 89.1 84.9

L2 89.3 83.9
L3 83.6 83.9

Table 6: Few-shot results. The highest F1 scores
for the 4-class and 2-class, as for the zero-shot
results.

Prompt ID 4-class 2-class
7-2-2 3.8 (0.2) 89.0 (0.3)
7-1-2 3.2 (0.1) 85.2 (0.3)
7-2-4-2 7.2 (0.2) 87.8 (0.4)
8-2-4 26.1 (0.3) 83.0 (0.3)
5-1-2 28.3 (0.2) 62.0 (0.4)

Table 7: Mean F1 and standard deviation for the
few-shot experiments using ChatNorT5.

Few-Shot with NorMistral The results of the
four prompts from the NorMistral zero-shot run
are reported in Table 8. We see that NorMistral
also struggles with making reliable predictions in
the 4-class setup, but performs well on pos and
neg, albeit not as well as ChatNorT5.

Comparison with Baseline We observe that for
the 4-class setup, ChatNorT5 achieves similar
scores to the baseline model in the zero-shot runs,
while NorMistral achieves notably lower scores
for all runs using the 4-class setup. However, for
binary sentiment, both generative models achieve
higher scores than the baseline in most cases, both
for zero-shot and few-shot. The low scores in the
4-class setup are surprising for both models, and
we hope to investigate this in later experiments.

Prompt ID 4-class 2-class
2-1-0 6.5 (0.4) 84.4 (0.1)
6-1-4 11.8 (0.2) 76.4 (0.5)
6-1-2-2 11.8 (0.2) 72.3 (0.3)
9-1-4 11.0 (0.1) 69.5 (0.5)

Table 8: Mean F1 and standard deviations for the
few-shot runs using NorMistral.
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Prompt ID A1 A2 A4 A6 A7
2-1-0 (2) 0.69 0.00 0.70 0.62 0.70
7-2-2 (4) 0.46 0.32 0.52 0.49 0.55
7-2-2 (2) 0.79 0.00 0.81 0.76 0.83
9-1-4 (2) 0.81 0.00 0.77 0.75 0.83

Table 9: Annotation agreement between the best
predictions and the human annotators. Annotators
A3 and A5 are not represented due to lack of ap-
plicable data in the test set. Prompt 7-2-2 is tested
both in the 2-class and the 4-class setup. Annotator
A7 did not partake in the previous IAA rounds.

6.3. Comparison with Human Annotators
Due to the inability of any prompt to reliably predict
the neut and mix classes, we selected prompts
based on the best 2-class results, along with the
best four-class and binary for zero shot Chat-
NorT5. This gives us three prompts: 7-2-2, 2-1-
0 and 9-1-4.

Model-annotator IAA We compared these three
combinations of prompts with models, comparing
them individually with each annotator, which have
the results presented in Table 9. We treat all docu-
ments annotated by an annotator as representing
that annotator, and calculate kappa scores between
the model and the human annotators, like we did
with the human annotators. For the full 4-class
problem, we see that agreement is low, but still not
as low as some of the project-initial disagreements.

Human versus Model While we found the F1

scores to much higher for the 2-class setup, treating
the model outputs as annotations still gives us lower
scores than that expected from humans familiar
with the task. The obvious issue is that we struggle
to get our models to reliably distinguish between
neutral and polar sentences. Inspection shows that
a prevalent error for both prompt 2-1-0 and 7-2-2
is to mistake positive sentences for negative, while
prompt 9-1-4 has more cases where the model
treats positive as negative. The most common
mistake in the 4-class setup for 7-2-2 is that non-
mixed sentences are classified as mixed.

7. Conclusion

This paper has described how free-text comments
in patient surveys collected by the Norwegian In-
stitute of Public Health have been annotated with
information about sentiment. Specifically, our data
comprise patient comments in Norwegian on ex-

periences with General Practitioners and Special
Mental Healthcare, which we have annotated with
positive/negative polarity (including intensity) on
both the comment- and sentence-level. In addi-
tion to describing the annotation guidelines and
presenting an analysis of the resulting dataset, we
also include experimental results on augmenting
the human annotations with predictions by two dif-
ferent open-source pretrained large language mod-
els (LLMs); ChatNorT5 and NorMistral. We
report results for both zero- and few-shot settings
for several different prompting configurations. We
find that the predictions of the LLMs are sensitive to
the particular prompt used, and that the best config-
uration depends on the specific model. Moreover,
while we find that both models perform well for the
simple binary cases where sentences are either
positive or negative, they both struggle with neutral
and mixed-polarity examples. Our error analysis
shows that the predictions of the LMMs used in
this study are still inferior in quality to the human
annotations for our dataset.

8. Limitations

Annotator representations Due to work load
limitations, we were not able to provide an even
distribution of data across human annotators. This
makes the claims on some of the annotators hold
less than for others.

Intensity While we would have liked to include
intensity scores, this will have to be the subject for
later research. While interesting due to being a
source of disagreement in humans, and we believe
that differences in the treatment of intensity might
reveal further differences between humans and
models, it requires more space than what we could
dedicate in this paper.

Variation We note that there is linguistic varia-
tion in the dataset, but addressing this is outside
the scope of our paper. We hope to be able to
return to this to be able to better assess how user
language might affect how patients’ voices are an-
alyzed using systems often trained and evaluated
on normative and edited language.

9. Ethical Considerations

While it might be possible to get similar or even bet-
ter results with certain commercial models, there
are several reasons why we opt for open-source
Norwegian models. First of all, these models can
be run locally, also without using APIs that would
require sending data to servers not cleared for stor-
age of our data, and do not pose any conflict in
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terms of privacy or potential data leakage. Sec-
ondly, models trained on data from the same area
as the patients might lead to less likelihood of cul-
tural bias affecting judgements. Finally, the models’
training data are open, and it is therefore possible
to investigate biases and potential problems should
they arise.
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