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Abstract
Temporal relation extraction in medical document analysis is crucial for understanding patient histories and treatment
outcomes. This paper introduces a novel approach leveraging a bimodal model integrating textual content and a knowl-
edge graph to enhance temporal relation extraction. The paper presents ongoing research on constructing an optimal
knowledge graph by augmenting PrimeKG with dynamically expanded information using a language model-generated
knowledge graph. It also further personalizes the information with patient-specific graphs tailored for relation prediction.
The pipeline for constructing this enriched knowledge graph is detailed, aiming to improve the capabilities of temporal
relation extraction models. The preliminary results show that adding a simple knowledge graph to the temporal relation
extraction model can significantly increase the performance, achieving new state-of-the-art results. While research on
enhanced knowledge graphs is ongoing, this paper lays the groundwork for leveraging common knowledge to advance
temporal relation extraction in medical contexts. This approach holds promise for enhancing the understanding of
patient histories and treatment outcomes, potentially leading to improved healthcare decision-making and patient care.
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1. Introduction

In medical document analysis, extracting temporal
relations is pivotal in enhancing our understand-
ing of patient histories and treatment outcomes. In
our preliminary research, we showed that we can
improve temporal relation extraction by using a bi-
modal model that integrates information not only
from the textual content of medical documents but
also from a knowledge graph containing informa-
tion about the patient’s treatment from a discharge
summary. We suggest further improving the results
by introducing common knowledge from multiple
sources to the model. Our experiments use gen-
eral medical knowledge from a knowledge graph
named PrimeKG (Chandak et al., 2023), provid-
ing a broad information foundation. As this is a
broad human-curated graph, it does not contain
information about all the concepts appearing in
the analyzed documents. Therefore, augmenting
the information and adding some common sense
knowledge about the missing concepts is impor-
tant. To address this, we use a knowledge graph
automatically constructed using a large language
model (Wang et al., 2023), allowing for dynamic
expansion to include details about each entity in
the dataset. Lastly, we introduce a patient-specific
graph, individually tailored for each relation predic-
tion. This graph contains other events from the
document we are analyzing and the relations be-
tween them. Such information can give the relation
prediction model temporal context about the events
it analyzes. We test the proposed methods on the

i2b2 2012 dataset (Sun et al., 2013) containing
medical discharge summaries.

2. Related Work

Temporal relation extraction aims to discern the tem-
poral association between events within a text doc-
ument, offering insights into the narrative behind
the document. This paper focuses on extracting
such relations from medical documents. Early ap-
proaches relied on rules (Gaizauskas et al., 2006;
Dorr and Gaasterland, 2007) and traditional feature-
based machine learning(Mani et al., 2006; Bethard,
2013; Chang et al., 2013), while recent years have
seen a shift towards deep neural network-based
models. Researchers have used two main archi-
tectures of deep neural networks. The first are long
short-term memory networks (LSTM) exemplified
by Tourille et al. (2017), Cheng and Miyao (2017),
and Leeuwenberg and Moens (2018). Such net-
works build sentence embeddings by applying the
LSTM layer over the tokens to generate token and
sentence embeddings. They predict the relations
based on the embeddings of the tokens correspond-
ing to the events. Another approach is the use
of pre-trained language models (PLM). Lin et al.
(2019) mark events with special tokens and use a
BERT network to encode the text into a vector rep-
resentation. They classify the relation based on the
sentence embedding that the PLM produces. Zhou
et al. (2021) use a similar approach but enhance
the results with soft logic regularization.
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2.1. Use of Common Knowledge
One of the improvements for temporal relation ex-
traction that has been proposed recently is the
introduction of common sense knowledge. Such
knowledge can help the model in cases where re-
lations are not explicitly mentioned in the text, as
it can be used to reason about how events might
be related. Ning et al. (2018) developed a sta-
tistical resource for temporal relation extraction,
which includes statistics about common relations
between events. These statistics are then used in
their model to improve predictions. They managed
to improve the prediction accuracy of their model
by 3% when introducing the resource (Ning et al.,
2019). The idea was later expanded by Han et al.
(2020). They enhance predictions using domain
knowledge, which includes statistics, event types,
and structured constraints based on the relation-
ships between events.

Some researchers propose using knowledge
graphs as an additional source of common knowl-
edge to help with tasks similar to temporal rela-
tion extraction. Lin et al. (2023) propose a model
for extracting disease relations from text using a
bimodal architecture where a SciBERT model en-
codes text. In contrast, a heterogeneous graph
attention network encodes additional information
from a knowledge graph. They make the final re-
lation prediction based on both sets of encodings.
Similarly, Yasunaga et al. (2022) propose a pre-
trained DRAGON model, which simultaneously en-
codes and combines text and graph information.
Such a network can be used to improve language
processing using a knowledge graph.

2.2. Automatic Knowledge Graph
Construction

When using knowledge graphs as a source of com-
mon knowledge to help information extraction mod-
els, an important problem that needs to be ad-
dressed is where to get a knowledge graph that
contains all the necessary information. As the abil-
ities of large language models to express common
sense advanced, the idea of automatically con-
structing knowledge graphs was presented. Jiang
et al. (2023) propose to use ChatGPT to generate
knowledge graph triplets about drugs, conditions,
and procedures. Such an approach enables the
creation of specialized knowledge graphs contain-
ing much information about the relevant concepts.

3. Using Common Knowledge in
Temporal Relation Extraction

Significant advancements in natural language pro-
cessing (NLP) tasks have been observed in re-
cent years, driven by the introduction of large pre-

trained language models. These models achieve
high performance due to their extensive training on
vast datasets, providing them with common sense
knowledge. However, employing such models has
drawbacks, including the need for large computa-
tional resources and lengthy training times. We
propose that equipping models with specialized
common sense knowledge tailored to specific tasks
could yield comparable or superior performance
using simpler models. To realize this concept, we
present a bimodal model for temporal relation ex-
traction. This model operates on two inputs: the
text describing events and a knowledge graph offer-
ing general knowledge about these events. By en-
coding general knowledge in the knowledge graph,
we provide essential information aiding the model
in determining temporal relations. This knowledge
inclusion is crucial, especially in medical contexts,
where predictions often demand specialized knowl-
edge that is not adequately represented in general
datasets. Furthermore, predictions in the medical
domain may rely on patient-specific histories, which
must be incorporated at inference time.

Our preliminary experiments (Knez and Žitnik,
2024) show that introducing general knowledge to
such a model can improve temporal relation predic-
tion results. We used a knowledge graph contain-
ing automatically predicted temporal relations be-
tween other events in a document. Such relations
give the model temporal context about the events
we are observing. In our tests, the model man-
aged to achieve new state-of-the-art results on the
i2b2 2012 temporal relation extraction dataset (Sun
et al., 2013) using this method (see Table 1). Based
on this result, we believe that introducing additional
general knowledge would improve the results even
further.
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Figure 1: The architecture of the temporal relation
extraction model.



133

3.1. Model Architecture

The temporal relation extraction model comprises
two event encoders labeled 1a and 1b in Figure 1.
The graph encoder (1a) utilizes a convolutional
graph neural network to aggregate information from
the local knowledge graph centered around a node
representing an event from the text, thus computing
an event embedding. Similarly, the text encoder
(1b) employs the EntityBERT model to generate
embeddings for tokens corresponding to the events
in the text, capturing sentence meaning. In the
final phase of the model (2 in Figure 1), both types
of embeddings are merged to compute the final
temporal relation prediction.

4. Building Knowledge Graphs

The proposed approach’s main advantage is the
model’s ability to use common knowledge from a
knowledge graph. We must determine how to get
the knowledge graph to include such knowledge.
In our research, we combine three separate kinds
of knowledge graphs to provide as much relevant
information as possible, shown in Figure 2. While
PrimeKG and automatically generated graphs con-
tain general relations between medical concepts,
the patient-specific temporal knowledge graph con-
tains temporal relations that determine in what or-
der the medical events occurred to the patient. We
can combine the graphs by linking events from the
text to all three knowledge graphs.

PrimeKG Link events to PrimeKG
and get relevant subgraph

OpenChat LLM

Get events that appear
in the text

Add additional
information using LLM

Add patient specific
informationPatient

discharge
summary

Text from discharge
summary

Knowledge graph

Figure 2: The proposed process of constructing a
knowledge graph.

4.1. PrimeKG Knowledge Graph

Our first source of common knowledge is PrimeKG,
a knowledge graph developed by Chandak et al.
(2023). PrimeKG focuses on precision medicine

and integrates data from 14 sources into a struc-
tured graph format. To leverage PrimeKG, we em-
ploy the SciSpacy library to identify UMLS con-
cepts within event mentions. 85% of the nodes in
PrimeKG are linked to their corresponding UMLS
concepts. We utilize these connections to deter-
mine the PrimeKG node that best represents the
medical event mentioned in the text using the UMLS
identifiers that the SciSpacy library provides. We
use the most likely identifier that appears in the
PrimeKG knowledge graph. Subsequently, we ex-
tract the neighborhood of this node from PrimeKG
and incorporate it as a subgraph in our model.

4.2. Automatically Generated Knowledge
Graph

A problem with using the PrimeKG as a source
of common knowledge is that a limited number of
medical concepts are present in such graphs. We
observed that 78% of the events described in clini-
cal discharge summaries do not correspond to any
node in PrimeKG. We propose generating larger
common knowledge graphs using large language
models to improve that. Our method is based on
the one used by Jiang et al. (2023).

We used the OpenChat pre-trained large lan-
guage model (Wang et al., 2023), which we prompt
to generate knowledge graph triplets related to the
concept in question. We generate prompts detail-
ing that the model should prepare as many relations
as possible about a medical concept in the format
[entity 1, relation, entity 2]. We found that the model
performs better if we include a small number of ex-
amples of responses that we expect in the prompt.
In this way, we were able to create a knowledge
graph that contains all of the events that occur in the
dataset. While generating such a graph requires
a large amount of resources, making it unpractical
for some applications, it is possible to generate the
graph in advance and use it at inference time.

4.3. Patient-Specific Knowledge Graph
In understanding medical notes concerning pa-
tients, their medical history holds significant impor-
tance. We aim to incorporate this information into
our knowledge graph by automatically generating
an additional graph based on patient data extracted
from clinical discharge summaries. Utilizing a dis-
charge summary as a base, our model predicts
relations between different events within the docu-
ment. These predicted relations serve as the basis
for constructing a knowledge graph, providing tem-
poral context for the events under consideration.
This approach enhances our model’s ability to com-
prehend the chronological sequence of events. We
construct the final graph to be used by the model
by combining nodes from all three graphs.
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Table 1: Comparison of temporal relation extraction
models on the i2b2 dataset without any common
sense knowledge graph to the model with informa-
tion from a patient-specific knowledge graph.

Model Text
EntityBERT encoder 73.11%
EntityBERT + patient-specific KG 74.16%
BERT base (Ul Haq et al., 2022) 72.41%
BioBERT (Ul Haq et al., 2022) 73.60%
Alpaca model 35.01%

5. Results

We tested our approaches on the i2b2 2012 (Sun
et al., 2013) dataset for temporal relation extraction
from clinical discharge summaries. The dataset
contains 14,256 training relations and 11,752 test-
ing relations.

5.1. Improving Temporal Relation
Prediction

When predicting a temporal relation in our prelimi-
nary tests, we used knowledge graphs containing
predicted temporal relations between other events
to give the model some temporal context as de-
scribed in Section 4.3. While constructing such
graphs increases the computational requirements
of the model, it shows how the prediction accuracy
can be improved using additional knowledge.

The F1 scores of the predictions in our ex-
periments are shown in Table 1. We can see
that adding a patient-specific knowledge graph im-
proves prediction results by 1 pt. We rerun the
training 20 times and found that the improvement
is statistically significant, with a P-value of 0.039.
We compare our model to two models proposed
by Ul Haq et al. (2022) and a prompt-based ap-
proach using the Alpaca large language model. Our
proposed bimodal model surpasses other state-of-
the-art models on the same dataset.

5.2. Knowledge Graph Construction

Table 2: Comparing knowledge graphs based on
PrimeKG with knowledge graphs generated using
large language models.

PrimeKG LLM
i2b2 events present 22% 100%
Average number of nodes 133.7 27.6
Average node degree 2.00 1.78

We analyzed the graphs constructed using the
procedure described in Section 4. We found that
only 22% of the concepts from the i2b2 dataset
are successfully linked to PrimeKG. This happens

because we need a very broad knowledge graph
that contains concepts from a large variety of areas.
As a result, such a knowledge graph cannot contain
all of the concepts from each area. This represents
a large problem for our relation extraction model,
as it has no common sense information for most
of the events it encounters in a clinical document.
For this reason, we enrich the knowledge graph
using nodes and relations generated using a large
language model.

Using a large language model to construct the
knowledge graphs, we generated a knowledge
graph about each concept from the i2b2 dataset.
While generated graphs can contain errors as hu-
mans did not curate them, we believe they can be
much more useful as they contain information about
each concept.

We compare the knowledge graphs extracted
from PrimeKG to those automatically generated us-
ing a large language model in Table 2. We found
that the subgraphs we extracted from PrimeKG are
generally larger than those created by a large lan-
guage model. While a larger graph is generally
beneficial, the graphs created using LLMs might be
more useful for helping a machine learning model
as they contain only the highly relevant information.
The average degree of nodes in both graphs is
quite similar at around two. Based on the analysis
results, we recommend using a manually curated
knowledge graph like PrimeKG enriched using au-
tomatically determined relations.

6. Conclusion

In our study, we demonstrated that adding addi-
tional knowledge to the model for temporal relations
extraction can improve its performance, allowing it
to achieve state-of-the-art results. While we only
tested the performance gains when using knowl-
edge graphs containing information from the active
document, we believe including additional informa-
tion could improve the results even further. When
constructing knowledge graphs, we propose to en-
rich information from a large knowledge graph like
PrimeKG by automatically generating relations us-
ing a large language model. Our results show that
adding such relations greatly increases the cover-
age of a knowledge graph for the relation extraction
task. The research is ongoing, and we expect to
evaluate the model’s performance using the pro-
posed knowledge graph in future work.
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