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Abstract

Free-form table question answering is a challenging task since tables contain structured contents
compared to plain texts, which requires high-level reasoning abilities to effectively identify cells
that are relevant to the question and produce a correct and faithful answer based on their relations.
Large language models (LLMs) have exhibited remarkable reasoning capabilities in numerous
NLP applications. However, in some specific tasks, specially-trained small models can still out-
perform LLMs. Furthermore, small models require extremely less computation costs compared
to LLMs. To leverage the strengths of both types of models, we propose a Relevant-Cell-based
Knowledge Distillation with inference-time Teacher Guidance (RCKD-TG) method. This ap-
proach aims to combine small free-form table question answering models’ abilities to learn from
human annotations and large language models’ abilities to effectively reason from table contents,
via applying Relevant-Cell-based rationales distilled from LLMs to small models’ training and
inference stages. Our experiments demonstrate the superiority of our method over vanilla small
models in correctness, faithfulness, adequacy and fluency, also over general LLLMs in adhering
to the style of human annotations. We achieve state-of-the-art performance on FeTaQA, a rep-
resentative free-form table question answering benchmark. Our result of a 41.3 BLEU score
demonstrates the feasibility of effectively using small models’ task-specific abilities and LLMs’
reasoning capabilities at the same time. Additionally, our method exhibits high computation ef-
ficiency and data efficiency. Compared to strong baselines, we achieve better performance with
significantly less training data.

1 Introduction

Tables are a prevalent form of structured data commonly found in databases and on the internet. Tradi-
tionally, tables were grounded using semantic parsing or by converting natural language queries into SQL
language to obtain desired outputs. Representative benchmarks, like WTQ (Pasupat and Liang, 2015),
SQA (Iyyer et al., 2017), WikiSQL (Zhong et al., 2017), Spider (Yu et al., 2018), TabFact (Chen et al.,
2019), have been established for evaluating table grounding methods. Recent efforts have leveraged pre-
training methods for table grounding tasks, with models like TAPAS (Herzig et al., 2020), TaBERT (Yin
etal., 2020), TAPEX (Liu et al., 2021), and TableFormer (Yang et al., 2022) achieving promising results
on existing benchmarks. However, these benchmarks primarily focus on providing short-form answers
to queries, which are not challenging enough for models to perform complex reasoning.

With the emergence of large generative models, users increasingly prefer interacting with NLP systems
through natural language queries and receiving responses in free-form answers (Chung et al., 2022;
Ouyang et al., 2022; Thoppilan et al., 2022). As a result, traditional short-form table parsing benchmarks
and methods fall short of meeting modern users’ demands. To address this limitation, (Nan et al., 2021)
introduced FeTaQA, a free-form table question answering benchmark, aiming to bridge the gap. FeTaQA
challenges models to retrieve multiple relevant entities and reason over them to produce correct and
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faithful answers given more abstract and ambiguous queries. This benchmark is thus more challenging
than previous short-form counterparts.

Researchers have continued to explore table pre-training methods to tackle free-form table question
answering. For example, GenTaP (Shi et al., 2022) leverages large-scale synthesized training data with
more than 500K training samples. However, such methods may not fully enhance a model’s reasoning
capabilities. Recently, Large Language Models (LLMs) have exhibited remarkable reasoning capabilities
across various NLP tasks. (Brown et al., 2020; Wei et al., 2022) have demonstrated LLMs’ ability to
quickly generalize to unseen tasks and perform reasonably well given only a few prompts. However,
developing and deploying LLMs for each specific scenario is computationally prohibitive. To address
this challenge, the latest works (Li et al., 2023; Hsieh et al., 2023) have adopted Knowledge Distillation,
using LLMs as Teacher models and small models as Student models. These methods train small models
on LLMs’ output to distill their knowledge and reasoning capabilities, and in the meantime, outperform
their Teacher models. While successful in classification and multiple-choice QA tasks, their effectiveness
in generation tasks and structured data remains rather unexplored.

It is harder to distill knowledge from larger teacher models in text generation settings because of in-
adequate supervision signal. Automatic evaluation metrics for language generation tasks are not robust
enough to assess all important aspects pertinent to the quality of generated text. They succeed in eval-
uating the surface similarities between the generated text and the reference text, but fails in evaluating
the accuracy, faithfulness and fluency of generated text. Therefore, training a small model using these
metrics as supervision would constrain to the small model’s output to be lexically and syntactically more
similar to human annotations, but unable to guide the small model to generate semantically correct and
grammatically fluent answers. Meanwhile, LLMs could provide mostly correct answers but fail to con-
form to human annotated preferences, and it is computationally prohibitive to fine-tune LLMs on human
annotated data to mitigate this problem.

In light of this, we propose a simple method for free-form table question answering, Relevant-Cell-
based Knowledge Distillation with inference-time Teacher Guidance (RCKD-TG), to tackle the chal-
lenges of reasoning on table contents and generating free-from answers that are more preferred towards
human annotations. We devise a specific training method, so that at inference time, LLM’s abilities to
reason and small model’s abilities to produce answers more similar to human annotations can be com-
bined effectively.

Firstly, on the training data, we prompt the LLM to generate information in cells that are relevant to
answering the question. Then we use these rationales as references to teach the small model to produce
crucial information autonomously. A multi-task learning framework is employed, training the small
model on both the LLM’s output and the QA data. Secondly, during inference, we augment the Student
model’s generation process with LLM’s Relevant-Cell-based rationale, yielding results surpassing those
using small models or LLMs alone. With less than 10K training data, our method achieves a state-of-the-
art 41.3 BLEU score on FeTaQA, demonstrating the feasibility of combining LL.Ms’ powerful reasoning
and small models’ task-specific capabilities while maintaining high data and computation efficiency
compared to previous table pre-training methods.

In summary, the contributions of this paper are:

* Proposing Relevant-Cell-based Knowledge Distillation with inference-time Teacher Guidance to
combine small models’ capabilities of learning from human annotation and LLMs’ capabilities of
effectively reasoning and providing correct answers.

* Achieving state-of-the-art performance on FeTaQA through our proposed method.

* Demonstrating the feasibility of combining LLMs’ reasoning strength and specially-trained small
models’ task-specific strength in a challenging downstream task.
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Figure 1: Overview of our proposed method. In Knowledge Acquisition phase, we prompt LLM to
produce Relevant-Cell-based Rationales. In Knowledge Distillation phase, we distill LLM’s knowledge
to the Student model by using Relevant-Cell-based Rationales as target sequences for Student to generate.
In the meantime, the Student model is trained on the table question answering data, forming a multi-task
learning framework. At inference phase, we found that incorporating Teacher model’s rationales as
guidance for Student model can greatly improve the quality of Student model’s answers.

2 Related Work

2.1 Table-to-Text Generation

To combine Natural Language Generation and table grounding, prior research has largely focused on
the domain of table-to-text generation (Chen et al., 2020; Parikh et al., 2020; Cheng et al., 2021; Liu et
al., 2022b; Nan et al., 2021; Zhao et al., 2023b). These works are more closely related to controllable
text generation rather than question answering, as they often involve generating correct and faithful
descriptions using highlighted table regions as controlling elements. For instance, datasets like ToTTo
(Parikh et al., 2020) and HiTab (Cheng et al., 2021) require models to convert highlighted table segments
into single-sentence summaries. LogicNLG (Chen et al., 2020) revolves around generating statements
that can be logically derived from facts within provided table regions. RotoWire (Lebret et al., 2016)
requires models to craft summaries based on basketball game tables, while SciGen (Moosavi et al.,
2021) and NumericNLG (Suadaa et al., 2021) datasets demand arithmetic reasoning and description
generation for tables from scientific papers. QTSumm (Zhao et al., 2023c) tasks models with generating
comprehensive summaries encompassing key information from tables spanning diverse topics.

2.2 Table Question Answering

Distinct from table-to-text generation, Table QA involves responding to user queries based on informa-
tion from a source table. Notable datasets such as WikiTableQuestions (Pasupat and Liang, 2015), SQA
(Iyyer et al., 2017), and WikiSQL (Zhong et al., 2017) primarily emphasize short-form answers. To
address these Table QA tasks, researchers have employed table-based pretraining techniques (Herzig et
al., 2020; Eisenschlos et al., 2020; Shi et al., 2022; Yin et al., 2020; Liu et al., 2021). A more recent
addition, FeTaQA (Nan et al., 2021), adopts ToTTo’s (Parikh et al., 2020) statements, reformulating
them into questions and utilizing the same statements as answers. In this work, we select FeTaQA as the
benchmark to evaluate out methods.

2.3 Knowledge Distillation via LL.Ms

Ever since (Hinton et al., 2015) proposed the Knowledge Distillation method, many works have followed
its white-box distillation paradigm. Notably, recent approaches have taken up symbolic knowledge dis-
tillation (West et al., 2021), also referred to as black-box knowledge distillation or sample matching.
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In contrast to distilling soft representations such as logits from larger models, this approach employs a
black-box model, often an LLM, to generate training samples for Student models (Petroni et al., 2019;
West et al., 2021; Liu et al., 2022a; Bhagavatula et al., 2022). Recent progress in LLM knowledge dis-
tillation includes the works of (LI et al., 2022; Huang et al., 2022; Magister et al., 2022), and (Ho et al.,
2022), all demonstrates that small models can gain insight from the Chain-of-Thought (CoT) rationales
of larger models. However, these works focus on reasoning tasks that yield definite answers, such as an-
swer choices or numerical values. In contrast, our work focuses on free-form question answering, where
responses are in the form of natural language text.

3 Methodology

3.1 Relevant-Cell-based Rationale Generation

Existing LLM Knowledge Distillation method does not perform ideally on TableQA tasks. Existing
methods rely on CoT prompting to distill knowledge from LLMs. Such knowledge fails to produce
detailed and crucial information. We proposed a novel and effective method to prompt LLM to generate
useful knowledge for TableQA task (see Figure 1, upper left).

Prior works on LLM Knowledge Distillation predominantly focus on reasoning tasks where the input
consists solely of questions (Li et al., 2023; Hsieh et al., 2023; Wang et al., 2022). These tasks require
models to answer questions using knowledge incorporated into their parameters during pre-training,
or acquired from external sources such as knowledge graphs or databases. However, for Table QA
tasks, all necessary information to answer questions is presented within the input tables. Traditional
CoT prompting method fails to adequately ground table content as well as its structured information,
as the knowledge is too vague and abstract for small models to effectively learn from. To bridge this
gap, we introduce a novel prompting technique designed specifically for extracting Relevant-Cell-based
rationales.

Past prompt templates typically follow (Wei et al., 2022)’s format, with which LLMs are prompted to
generate step-by-step reasoning sequences given a question and answer choice. These templates consist
of question x;, answer choice y;, and human-written rationales z;. However, our task of Free-Form
Table Question Answering involves questions and tables as inputs, free-form sentence answers as output.
Consequently, we extend the template to

P = {xp, tp, UYp Tp} 1)

where x,, represents questions, ¢, represents tables, 3, denotes answer references, and r, represents our
hand-crafted exemplars for extracting Relevant-Cell-based rationales.

To construct our prompt template, we randomly select ten examples (z,, tp, yp) from the training set

Dtrain — { (x;‘:r‘ain7 t?rain, y;&rain) Ll:)imm‘ (2)
and manually craft Relevant-Cell-based rationale 7, exemplars for the selected examples. These exem-
plars contain reasoning paths from question x; to relevant table cells, coupled with explicit mention of
the cells’ corresponding column header names.

We argue that including these explicit column headers aids the small model in bridging the semantic
gap between the question and cell content, thereby enhancing its ability to locate relevant information
in the tables. Furthermore, these column headers denote the spatial positioning of table cells, acting as
implicit guidance for the small model to comprehend table structural information. This collection of ten
exemplars forms the seed set P, with one exemplar Py, = (xg, tg, Yk, ) ~ P randomly selected each
time the LLM is prompted. This selected exemplar Py, is prepended to the question x; and table input
t;, then the LLM generate the Relevant-Cell-based rationale r;, and this process is repeated across the
entire dataset, thus equipping each example with its distinct Relevant-Cell-based rationale. The result of
this process is a corpus

| Dérain|
Cirain = {(3717 tis i, Ti)}i:lmm (3
which contains training data and its corresponding rationales.
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3.2 Multi-Task Learning Framework Knowledge Distillation

In order to effectively utilize LLM generated Relevant-Cell-based rationales in both the training stage
and inference stage, the following training framework is proposed.

There are two ways of incorporating rationales into the training process. The first is to put it in
the input, and teach the small model to generate an answer given the question, table and rationale.
f(xi, ti,r;) — y;, where f denotes the small model.

The second way is to use the rationale as the target sequence, and ask the small model to generate it
when given the question and table: f(x;,t;) — r;.

We argue that, in order to improve the small model’s capabilities to reason and extract crucial infor-
mation from structured data, it is imperative to use the rationale as the target sequence. In this way, the
small model can effectively learn how to generate Relevant-Cell-based rationales, so that it can obtain
the ability to perform appropriate reasoning steps when given a table and the question.

So that in the training phase, there are two target sequences for the small model, one is the Relevant-
Cell-based rationale, the other is the answer to the question. While using the answers as the target
sequences, the Relevant-Cell-based rationales are appended to the tables and questions to form the com-
plete input sequences. By doing this, the small model can be trained to adopt Teacher’s guidance at test
time, as it has been familiarized with this input-output mapping during training.

So, in one optimizing step, the model is required to output model generated rationale and answer. Two
separate losses

‘Ct'r‘ain|
1
ﬁrationale =y Z l(f(xu ti)a ri) (4)
’Ctrain’ i—1
1 |Ctrain|
‘Canswer = m Z l(f(xiativri)vyi) (5)
rain i1

are calculated between model generation and their respective ground-truth references. The total loss of

B = ﬁrationale + ﬁanswer (6)

is then calculated. Consequently, a multi-task learning framework is formed (see Figure 1, lower left).

Additionally, we followed Distilling step-by-step and prepended task prefixes to the input of two
different tasks. We prepended [Relevant cells] to theinput to indicate the small model to generate
Relevant-Cell-based rationale, and prepended [Answer] to indicate the small model to generate an
answer.

3.3 Student Model Inference with Teacher Guidance

Using the multi-task learning framework, the small model alone can now be finetuned to produce answers
that are similar to the surface forms of human annotation, but its ability to produce factually accurate,
faithful and adequate answers remains limited. We propose a simple test-time augmentation to address
this challenge. First, the Teacher model is prompted on the test set to produce Relevant-Cell-based
rationales 7ryeqcper for the small model, serving as Teacher Guidance. When using the small model to
generate answers d on the test set, the Teacher Guidance is appended to the tables ¢; and questions x; as
input for the small model. We call this method Inference with Teacher Guidance (see Figure 1, right).
The formulation for it is: f (i, t;, Tteacher) — @, Where f denotes the finetuned small model.

We also tested small model’s performance to produce answers on its own, without using Teacher’s
Relevant-Cell-based rationales at test time. We let the finetuned small model directly generate answer a
given the question z; and table ¢; in a test example. We call this method Direct Inference. This setting
helps us better understand the effectiveness of our proposed Relevant-Cell-based Rationales compared
to other baselines that does not involve the Teacher model at inference time.
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Model sacreBLEU ROUGE-1 ROUGE-2 ROUGE-L METEOR
T5-large (Nan et al., 2021) 30.5 0.63 0.41 0.53 0.49
TAPEX (Liu et al., 2021) 30.2 0.62 0.40 0.51 -
ReasTAP (Zhao et al., 2022) 30.4 0.63 0.40 0.51 -
UnifiedSKG (Xie et al., 2022) 32.4 0.64 0.42 0.54 0.51
GenTaP (Shi et al., 2022) 36.7 0.69 0.48 0.59 0.55
GPT-3.5-turbo (1-shot) 21.9 0.60 0.37 0.49 0.55
Ours, trained w/ CoT, Direct Inference 34.1 0.65 0.44 0.56 0.52
Ours, trained w/ RC, Direct Inference 34.3 0.66 0.44 0.56 0.52
Ours, trained w/ CoT, Inference with Teacher Guidance 31.5 0.63 0.41 0.53 0.50
Ours, trained w/ RC, Inference with Teacher Guidance 41.3 0.70 0.50 0.61 0.58

Table 1: Main results of our method comparing to baselines on the FeTaQA benchmark. CoT stands
for Chain-of-Thought rationales. RC stands for Relevant-Cell-based Rationales. Due to the limitation of
context window, only one dataset example can be fitted into the prompt template for GPT-3.5-turbo.

50.0
—8— FLAN-TS
475 7 Ours, inference w/o rationale
45.0 —&— Ours, inference w/ rationale
=== FLAN-T5 Baseline
5 425 4 =)
m m
A —
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Figure 2: sacreBLEU score on FeTaQA benchmarkFijgyre 3: sacreBLEU score on FeTaQA benchmark
with different amounts of training data. with different sizes of FLAN-TS model.

4 Experiments

In the upcoming experiments, we present a comprehensive analysis of our proposed RCKD-TG method.
Firstly, we showcase the impressive performance of our method in comparison to previous works and
the current state-of-the-art, highlighting its competitiveness across various evaluation metrics. Secondly,
we explore the impact of dataset scale and model size, demonstrating our approach’s remarkable data
and computational efficiency. Thirdly, we conduct an in-depth evaluation of the answers generated by
our method compared to those produced by LLMs. Also, we assess the quality of the Relevant-Cell-
based rationales generated by both Teacher and Student model. Lastly, we delve into the capabilities
of instruction-tuned models to effectively follow rationales and explore the impact of different types of
instructions.

4.1 Datasets

We evaluate the performance of our method using the FeTaQA (Nan et al., 2021) benchmark, a compre-
hensive free-form table question answering benchmark comprising more than 10,000 (question, table,
free-form answer, highlighted table cells) data samples. Unlike previous studies on Table Question An-
swering (Pasupat and Liang, 2015; Zhong et al., 2017; Yu et al., 2018) and LLM Knowledge Distillation
(Li et al., 2023; Hsieh et al., 2023; Wang et al., 2022), FeTaQA presents unique challenges. The ques-
tions within this benchmark exhibit greater complexity, requiring intricate reasoning across multiple table
cells. Additionally, the answers are expressed in a free-form manner, which demands the generation of
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Method sacreBLEU
Ours, Direct inference 34.3
Ours, Inference with Teacher Guidance 41.3
GPT-3.5-turbo, 0-shot 21.6
GPT-3.5-turbo, 1-shot 21.9
GPT-3.5-turbo, w/ surface form constraint 24.1

Table 2: Automatic evaluation results of GPT-3.5-turbo and our method’s predicted answers.

in-depth elaborations and explanations as model predictions.

4.2 Implementation Details

In our implementation, the input is a pair of a question and its corresponding table. We followed Uni-
fiedSKG to flatten the table as 7 = col : h,row; : r1,...,row, : r,, where h is column header, r; is
the ¢ — th table row, “col” and “row” are natural texts indicating the region of table column headers and
rows respectively. We also use a vertical bar | to distinguish between cells. The sequence begins with
“Table: ”, indicating the forthcoming linearized table information.

For generating Relevant-Cell-based rationales with LLM, we used GPT-3.5-turbo as our Teacher
model. We sample from GPT-3.5-turbo with a one-shot prompt described in Methodology section and
a temperature of 1.0. We sample one rationale from each data instance in FeTaQA training set and test
set. For finetuning the small model on FeTaQA, we either use 8 NVIDIA RTX 3090 GPUs or 4 NVIDIA
A40 GPUs. Initial learning rate is set to 5e-5 and a linear learning rate decay scheduler is employed. We
use AdaFactor as the optimizer. We ran 40 epochs with the batch size of 64, and use early stopping with
a patience of 5. The best checkpoint is selected according to the sacreBLEU score on the validation set.

4.3 Baselines

We conduct a comprehensive comparison of our method with several established baselines:

TAPEX (Liu et al., 2021): This method involves continuing pre-training of the BART model using
synthetic SQL query execution data, enhancing model’s table reasoning capabilities through SQL exe-
cution.

ReasTAP (Zhao et al., 2022): Based on the BART model, ReasTAP focuses on improving table under-
standing and reasoning abilities through pre-training on a synthetic corpus with questions that requires
numerous types of reasoning skills to solve.

GPT-3.5-turbo: We perform one-shot testing on FeTaQA using our Teacher model alone and compare
its performance with our proposed methods.

UnifiedSKG (Xie et al., 2022): This baseline unifies various structured knowledge grounding tasks
with text-to-text language models, achieving remarkable performance across a range of table-to-text
tasks.

It’s noteworthy that ReasTAP and TAPEX did not originally evaluate their method on FeTaQA, we
report their results from those published in this recent paper (Zhao et al., 2023a).

4.4 Models

Our standard Student model is FLAN-T5-large, which has 780M parameters. FLAN-TS enhances T5 by
scaling instruction fine-tuning and demonstrates better human-like reasoning abilities than the TS model.
We choose FLAN-TS5 because it exhibited better rationale learning abilities compared with raw T3, as
demonstrated in the following sections.

4.5 Main Results

Our primary results are obtained on the FeTaQA benchmark through training FLAN-T5-large Student
model with Relevant-Cell-based rationales generated by GPT-3.5-turbo Teacher model. We also discuss
the performance using regular CoT rationales during training, as shown in Table 1.
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Ground Truth: Janice Hahn received 33.3% of the
vote against Newsom’s 55.5%.

Ours w/ CoT: Janice Hahn performed less favorably
compared to Gavin Newsom in terms of both votes
and percentage of votes.

Ours w/ RC: Janice Hahn received 33.3% of the vote
against Gavin Newsom’s 55.5%.

Table 3: An example of the CoT-trained Inference with Teacher Guidance prediction that fails to provide
a detailed answer.

Ground Truth: At the World Championships, Winnie
Ng participated twice in the marathon finishing 23rd
in 1993 and 30th in 1995.

TS-large: At the 1995 World Championships in
Gothenburg, Sweden, Winnie Ng finished 30th with a

time of 3:01:08.

Direct Inference: Winnie Ng finished 23rd in the marathon
at the 1993 World Championships and 30th at the

1995 World Championships.

Teacher Guidance: Winnie Ng participated in the World
Championships twice in the marathon event, finishing

23rd in 1993 and 30th in 1995.

Table 4: An example of our method’s effectiveness on FeTaQA benchmark.

We report results from two testing modes: Direct Inference and Inference with Teacher Guid-
ance. Direct Inference achieves a sacreBLEU score of 34.3, surpassing all methods except the existing
state-of-the-art (SOTA), and outperforming the CoT rationale-trained model of 34.1 sacreBLEU score.
Inference with Teacher Guidance achieves a sacreBLEU score of 41.32, establishing a new SOTA,
while massively outperforming its CoT-trained counterpart which achieved 31.46. Using CoT-trained
Inference with Teacher Guidance method could lead to small models generating vague and general an-
swers, failing to point out specific details needed to thoroughly and correctly explain a query, as shown
in Table 3.

In Table 2, we used O-shot, 1-shot and 1-shot with surface form constraint settings to evaluate GPT-
3.5-turbo on FeTaQA. For 1-shot with surface form constraint setting, we explicitly ask GPT-3.5-turbo
to conform to the style of human annotated answer in the 1-shot example using detailed description. This
method achieved a 24.1 sacreBLEU score compared to 0-shot setting’s 21.6 and 1-shot setting’s 21.9,
showing marginal improvements as the efficacy of learning from in-context examples is limited.

Moreover, our method accomplishes this with just 7,326 training samples, along with an additional
7,326 rationales. Compared to previous SOTA’s 500K synthetic pre-training corpus, our method demon-
strates exceptional data efficiency. Furthermore, our approach outperforms the T5-3B model reported in
UnifiedSKG, while utilizing a much smaller FLAN-TS model with only 780M parameters, illustrating
its computational efficiency.

4.6 Dataset Size Scaling and Model Size Scaling

We conducted experiments on datasets of varying proportions to investigate our method’s performance in
low-data regime. Training was performed on datasets comprising 20%, 40%, 60%, 80%, and 100% of the
total data, as shown in Figure 2. Our Relevant-Cell-based rationale approach consistently outperforms
the FLAN-TS5 baseline. When using Inference with Teacher Guidance, our method trained on different
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Source Fluent Correct Adequate Faithful
T5-large 85.5 60.3 71.8 69.5
Ours, trained w/ RC, Direct inference 88.4 67.3 76.9 79.7
Ours, trained w/ RC, Inference with Teacher Guidance 91.3 74.1 79.7 85.9
GPT-3.5-turbo 93.7 80.1 83.5 87.7

Table 5: Human evaluation results of T5-large baseline, our method and GPT-3.5-turbo’s predicted an-

swers on FeTaQA.
Method sacreBLEU
Source Correct Adequate Faithful result A
LLM T5 325 -
Generated Knowledge  84.3 81.3 979 TS w/CoT 325 +0.0
TS w/ Relevant Cells 334 +0.9
FLAN-T5
Generated Knowledge ~ 65.4 67.4 gg.s FLAN-TS 35 -
FLAN-T5 w/ CoT 341 +0.6
Table 6: Quality of Relevant-Cell-based ratio- FLAN-T5 w/ Relevant Cells  34.3  +0.8
nales generated by either Teacher (LLM) or
Student (FLAN-TS). Table 7: Performance difference of T5 and

FLAN-TS trained on knowledge distilled from
Teacher model and their respective baselines
trained only on QA data.

dataset proportions all outperform the existing SOTA, which was achieved with 500K training samples,
showcasing our method’s data efficiency.

Similarly, we experimented with FLAN-T5 models with different sizes of full dataset to evaluate our
method’s effectiveness across model sizes, as shown in Figure 3. We found that our approach consistently
surpasses the respective baseline of each model size, except for the 8OM FLAN-T5-small model, where
our method’s performance drops. This phenomenon may be attributed to the small model’s limited
capacity to accommodate the complexity of two-task multi-task training. However, the performance
significantly improves when using Inference with Teacher Guidance. This illustrates that even in
situations where small models struggle to answer questions independently, introducing Teacher model
knowledge can greatly enhance the small model’s performance. This demonstrates the effectiveness of
our combined small and large model approach.

4.7 Human Evaluation of Predictions and Rationales

We conducted comprehensive human and automatic evaluations of model predictions and Relevant-Cell-
based rationales generated by the Student and Teacher models. We followed the human evaluation
method in (Nan et al., 2021), and evaluated T5-large baseline, our proposed method and GPT-3.5-
turbo’s predictions in terms of Fluency, Correctness, Adequacy, and Faithfulness. Three NLP practi-
tioners scored 50 model predictions on a scale of 0-5, which was then converted to a percentage scale,
as shown in Table 5. Our methods consistently outperformed the T5-large baseline. Inference with
Teacher Guidance method also exhibited notable gains in performance compared to Direct Inference
method. Exemplified by Table 4, our methods exhibit significant improvements in answer completeness
and correctness. Our best method achieved 97.3%, 92.5%, 95.4% and 97.9% of GPT-3.5-turbo’s per-
formance in terms of fluency, correctness, adequacy and faithfulness, while their automatic evaluation
scores significantly surpassed those of GPT-3.5-turbo. This result demonstrates the feasibility of utilizing
small model’s ability of generating human annotated style text while retaining LLM’s strong reasoning
capabilities.

Similarly, we conducted human evaluations of the quality of Relevant-Cell-based rationales generated
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# of instructions

0 1 5 10 15 20

Instruction Type

No Instruction 28.1 - - - - _
Task Prefix - 34.3 - - - _
NL Instructions - 339 338 34.1 34.0 33.6

Table 8: Effect of different types and number of instructions on final performance on FeTaQA bench-
mark.

by FLAN-T5-large and GPT-3.5-turbo, as shown in Table 6. Three NLP practitioners evaluate 50 ra-
tionales based on three aspects: Correctness, Adequacy and Faithfulness. Our evaluations revealed that
GPT-3.5-turbo’s rationales significantly outperformed FLAN-TS5-large’s rationales in all aspects. Inte-
grating FLAN-TS5-generated rationales into the inference stage led to a decrease in performance, even
lower than the baseline. This suggests that FLAN-TS’s ability to self-generate rationales is limited, and
directly using them to augment FLAN-T5’s own inference stage hurts performance, demonstrating a
disparity from previous works on classification and multiple choice tasks

4.8 Comparison of Instruction-Tuned FLAN-T5 and Raw T5’s Rationale Following Abilities
and the Effect of Different Types of Instructions

We separately trained raw T5 and instruction-tuned FLAN-TS5 models using CoT and Relevant-Cell-
based rationales, and compare the improvements over their respective baselines, as shown in Table 7.
The results demonstrated that the results achieved by FLAN-T5 models through rationale-based training
was comparable or better compared to raw T5 models, aligning with (Fu et al., 2023)’s observations. This
suggests that, in future works that aim to enhance model reasoning and instruction-following abilities,
utilizing instruction fine-tuned checkpoints of existing models could yield better performance.

We also examined the impact of different types of instructions, including “No Instructions”, “Task
Prefix instructions”, and a different number of “Natural Language Instructions”, as shown in Table 8.
Results demonstrate that models trained without instructions achieved low performance of 28.1 sacre-
BLEU score, while those trained with 10 Natural Language instructions performed similarly to models
trained with Task Prefix instructions, albeit slightly lower. Our Natural Language instructions were di-
verse and accurate descriptions of the two tasks in the multi-task learning framework, generated by the
Teacher model and edited by the authors. The superior performance of the Task Prefix instruction might
be attributed to TS’s pre-training strategies, which employs similar task prefixes during pre-training on
various tasks, such as [summarize], [snli sentence], [cola sentence]. This familiar-
ity helps FLAN-TS models better understand and distinguish the two tasks in our multi-task learning
framework.

5 Conclusion

In conclusion, this paper introduces a novel Relevant-Cell-based Knowledge Distillation with inference-
time Teacher Guidance method to combine small models’ capabilities of learning from human annotation
and LLMs’ capabilities of reasoning effectively. Through a multi-task learning on instruction-tuned mod-
els and inferencing with Teacher model’s guidance, we achieved a state-of-the-art BLEU score of 41.3 on
the FeTaQA benchmark. This approach combines LLMs’ robust reasoning strength with smaller models’
task-specific capabilities, while maintaining high data and computational efficiency. Our work advances
free-form table question answering and demonstrates a promising path of fusing general LLMs and task-
specific models on downstream tasks. Future works could explore on how to more effectively combine
and communicate between the Student model and Teacher model. Future works could also explore on
extending our method to diverse downstream tasks, leveraging general LLMs as strong reasoners, and
task-specific small models as response generators aligned with human annotated preferences.
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