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Abstract

In this paper, we provide a brief overview
of the 7th workshop on Challenges and Ap-
plications of Automated Extraction of Socio-
political Events from Text (CASE) co-located
with EACL 2024. This workshop consisted
of regular papers, system description papers
submitted by shared task participants, and
overview papers of shared tasks held. This
workshop series has been bringing together ex-
perts and enthusiasts from technical and social
science fields, providing a platform for better
understanding event information. This work-
shop not only advances text-based event ex-
traction but also facilitates research in event
extraction in multimodal settings.

1 Introduction

In today’s digital era, the voluminous and readily
available data on socio-political, economic, and
environmental phenomena hold transformative po-
tential for data-driven analysis in the social and
human sciences (Hiirriyetoglu et al., 2021a; Chen
et al., 2023). This wealth of data supports informed
policymaking by providing comprehensive insights
into complex issues ranging from political unrest
and environmental disasters to global health and
economic crises (Shu and Ye, 2023). The rising de-
mand by governments, international organizations,
and NGOs for high-quality, actionable information
underscores the critical role of data in addressing
challenges, aiding those impacted by crises, and
enhancing citizen welfare in various domains (Hiir-
riyetoglu et al., 2021c¢).

Recent advancements underscore the importance
of leveraging big data for social good, highlighting
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how data-driven approaches can revolutionize our
understanding and intervention strategies in criti-
cal areas such as humanitarian aid, healthcare, and
environmental protection. Evans et al. (2023) intro-
duce a privacy-preserving data analysis system that
offers both privacy guarantees for individuals and
statistical validity for researchers, facilitating the
use of sensitive data in social science research. Fur-
thermore, crowd-sourced text analysis, as discussed
by Benoit et al. (2016), represents a paradigm shift
in how data is collected and analyzed, enabling
rapid, flexible, and reproducible data production
that matches expert-level accuracy.

The intersection of data science with policy
analysis suggests a promising avenue for integrat-
ing data-driven insights into decision-making pro-
cesses. Zhang et al. (2020) highlight the conver-
gence of data science and policy analysis, indicat-
ing an emergent cross-disciplinary domain where
data science accelerates and enriches policy re-
search. This integration is crucial for developing
effective policies that are informed by empirical
data and grounded in a deep understanding of com-
plex societal dynamics. Thus, it is evident that
data science is instrumental in devising strategies
to prevent or mitigate conflicts, deliver aid to af-
fected populations, enhance the well-being of cit-
izens, and safeguard them through a multitude of
approaches. The public’s resistance to COVID-
19 measures during 2020-2022 (Prakash and Das,
2022; Fainstein et al., 2023) and the conflict be-
tween Russia and Ukraine (Bhandari et al., 2023;
Thapa et al., 2022) serve as prime instances of the
critical need to harness this data for real-world im-
pact, highlighting the public’s growing demand for
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timely information regarding mass gatherings and
societal trends.

In this context, the workshop titled ‘Challenges
and Applications of Automated Extraction of
Socio-political Events from Text” (CASE 2024)
plays a pivotal role. Organized as part of EACL
2024, the seventh edition of this workshop marks
the continuation of a workshop series that has been
ongoing since its inception (Hiirriyetoglu et al.,
2022,2021b, 2020). This workshop aims to explore
the advancements and hurdles in the automated
extraction of socio-political events from textual
data, offering a platform for discussing the latest
research findings, innovative methodologies, and
the future of automated text analysis in capturing
and interpreting complex social phenomena. The
workshop encompasses a range of activities, includ-
ing presentations of accepted papers, shared tasks
that challenge participants, and keynote speeches
from leading experts in the field, providing valu-
able insights into the state of the art and fostering
collaboration among researchers and practitioners.
This paper is a brief overview giving insights into
the wide range of activities at CASE 2024.

2  Accepted Papers

This year, seven papers were accepted out of twelve
submissions. Below, we provide brief descriptions
of accepted papers.

¢ Fellman et al. (2024) created a new dataset
called FanConlInfo of comic convention web-
sites with cleaned HTML, rendered screen-
shots, and human annotations for event name,
start date, end date, and location. The authors
compared the performance of GPT-4 Vision,
GPT-4 Text, and GPT-3.5 on the FanConInfo
dataset. The findings revealed that the vision-
based GPT-4 model outperformed the text-
based versions, achieving an 85% accuracy in
exact match, significantly higher than GPT-4
Text’s 64% and GPT-3.5’s 59%. This under-
scores the effectiveness of visual methods in
extracting web data. The research highlighted
the importance of integrating textual and vi-
sual data for improved web scraping and sug-
gested multimodal comprehension as a key
direction for future Al advancements.

¢ Loerakker et al. (2024) trained and evaluated
several language models on Dutch tweets to
analyze their ability to classify tweets that ex-
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press discontent. They hypothesize that peo-
ple expressing discontent are more likely to
protest. The authors found that models specif-
ically pretrained on Twitter data, like Ber-
nice (DeLucia et al., 2022) and TwHIN-BERT
(Zhang et al., 2022), substantially outperform
other models in classifying discontent tweets.
The results highlight the importance of se-
lecting appropriate models trained on similar
data to the task domain. Though discontent
classification is nuanced, the authors show it
can help filter relevant messages and identify
possible protests if models optimized for low
false positives are used.

Bakker et al. (2024) proposed a novel pipeline
to automatically extract timelines from de-
cision letters of Dutch FOIA requests, us-
ing SpaCy! to extract dates and ChatGPT to
extract and classify event phrases. The au-
thors created a dataset of 100 manually an-
notated decision letters and showed that the
pipeline achieved 94% date extraction accu-
racy. The key contribution is demonstrating
how to leverage ChatGPT’s few-shot learning
capabilities to build an accurate timeline ex-
tractor for a low-resource domain using just
a small annotated dataset, without needing
extensive training. The proposed approach
effectively extracts and classifies events into
coherent timelines from decision letters.

Tanev (2024) presented a new weakly super-
vised method for sentence-level event detec-
tion using linear prototype patterns and ap-
proximate pattern matching with BERT (De-
vlin et al., 2019) embeddings. The method
involves creating a set of linear event detec-
tion patterns (e.g. ‘disease outbreak’, ‘number
people were infected’) that serve as prototypes
for events of interest. BERT’s contextualized
word representations are then utilized to find
semantic similarities between these patterns
and text fragments, allowing the identifica-
tion of related event phrases with high lexi-
cal and syntactic variability. The approach
was evaluated on detecting two event types —
new disease cases and terrorist attacks— where
it achieved promising F1 scores comparable
to supervised systems. A key advantage of
this BERT-based technique is that it combines
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the interpretability of pattern-based methods
with BERT’s implicit semantic knowledge to
effectively handle linguistic variations while
avoiding extensive supervision.

Olsen et al. (2024) presented a contrast of
socio-political event datasets from political
science and NLP fields, highlighting differ-
ences in abstraction, source accessibility, and
temporal dynamics. The authors showed that
political science datasets focus on abstract
event representations, while NLP datasets of-
fer precise textual annotations for event extrac-
tion. The discrepancies include the level of
detail, availability of source texts, and dataset
dynamism. Further, they showed that recent
initiatives aim to integrate these approaches,
enhancing the richness and applicability of
event data, yet also caution against ethical and
bias considerations in politically sensitive con-
texts.

Dehghan and Yanikoglu (2024) evaluated
ChatGPT’s efficiency in identifying hate
speech within Turkish tweets, contrasting its
performance against BERTurk’s (Schweter,
2020) supervised fine-tuning on the SIU2023-
NST (Arin et al., 2023) dataset. Results
demonstrate BERTurk’s superior accuracy and
lower mean squared error (MSE) in detect-
ing hate speech and assessing its intensity
over both zero-shot and few-shot learning ap-
proaches of ChatGPT. Despite ChatGPT’s ad-
vanced capabilities, BERTurk’s specificity for
the task underlines the importance of model
and prompt design, suggesting ChatGPT’s po-
tential as a supplementary tool for dataset an-
notation with careful prompt crafting.

Uludogan et al. (2024b) introduced Turk-
ishHatePrintCorpus, a new dataset of over
6600 Turkish news articles annotated for
hate speech against ethnic, national, or reli-
gious groups. They also developed a model
called HateTargetBERT that combines BERT
representations with linguistic features tai-
lored to detecting hate speech against spe-
cific groups. Experiments demonstrate that
HateTargetBERT performs comparably or bet-
ter than BERT alone and substantially outper-
forms using just the linguistic features. The
target-oriented linguistic features also enable

explaining the model’s predictions. By releas-
ing the dataset, model code, and features, the
authors provide an important new resource for
studying hate speech and show that augment-
ing BERT with hate speech linguistic patterns
for particular groups is an effective and inter-
pretable approach to detecting such content in
Turkish news.

3 Shared Tasks

This edition of the workshop featured two shared
tasks. In addition to these two tasks, the work-
shop also welcomed submissions to previously or-
ganized shared tasks in earlier editions of CASE
workshops.

3.1 Task 1: Climate Activism Stance and Hate
Event Detection Shared Task

Realizing the important role of social media in
global discussions on climate change, this shared
task is built on the fact that there is a diversity of
opinions, including different points of view and
stances including instances of hate speech. By dis-
secting the varied perspectives on climate activism,
the shared task aimed to advance capabilities of
automated systems in processing and analyzing
climate-related social media discourse, particularly
on Twitter, now X. The task was divided into three
subtasks: A) Hate Speech Detection, B) Targets of
Hate Speech Detection, and C) Stance Detection,
each addressing different facets of the discourse
surrounding climate change activism on social me-
dia.

Subtask A (Hate Speech Detection) required par-
ticipants to classify tweets as exhibiting hate speech
or not. This subtask drew attention to the preva-
lence of aggressive and harmful language in online
discussions on climate change, reflecting the inten-
sity of emotions and opinions on the topic. Sub-
task B (Targets of Hate Speech Detection) delved
deeper by identifying the hate speech targets within
tweets, categorizing them into individuals, organi-
zations, or communities. This nuanced approach
aimed to understand the direction of hate and its
potential impacts on targeted groups/individuals.
Subtask C (Stance Detection) focused on detect-
ing the stance expressed in tweets towards climate
change, categorizing them as supportive, opposi-
tional, or neutral. This subtask sheds light on the
diverse viewpoints in the climate change debate,
emphasizing the complexity of public opinion on
this global issue.
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Thapa et al. (2024a) provide an overview of the
shared task along with brief detail on the methods
used by participants. The shared task hosted on
codalab? attracted over 100 teams, with 23 par-
ticipants submitting results for Subtask A, 18 for
Subtask B, and 19 for Subtask C, showcasing a
wide range of methodologies and approaches. The
participants’ ranking was determined on the basis
of the macro F1-score.

In Subtask A, the highest performance was
achieved by the team CUET_Binary_Hackers
(Farsi et al., 2024) with an impressive F1-score
of 91.44%, indicating a high level of accuracy in
detecting hate speech in tweets. Their approach,
which included a variety of machine learning and
deep learning models, emphasized the effective-
ness of various advanced algorithms in processing
and understanding the nuances of language used
in social media discourse. The use of oversam-
pling techniques and a range of feature extraction
methods further highlighted the complexity of iden-
tifying hate speech and the need for advanced com-
putational techniques in tackling this challenge.

Subtask B saw MasonPerplexity (Emran et al.,
2024) securing the top position with an F1-score
of 78.58%, demonstrating the challenge of accu-
rately identifying the targets of hate speech in the
context of climate activism tweets. Their approach
involved the use of a weighted ensemble model,
incorporating back translation techniques to ad-
dress class imbalance. Their method highlighted
the innovative strategies required to enhance model
performance in the context of limited and imbal-
anced data. With BERTweet-Large (Nguyen et al.,
2020), they were able to get the first position.

Finally, for Subtask C, ARC-NLP (Kaya et al.,
2024) topped the leaderboard with the highest F1-
score of 74.83%. They also used a modified version
of BERTweet (Nguyen et al., 2020). Their method
employed a short input tokenization length (96 to-
kens) and incorporated special tokens for tweet-
specific elements. Overall, this subtask tried to
aid a broader problem of stance detection which
helps in understanding public opinion dynamics on
pressing global issues like climate change.

The results and methodologies presented across
all subtasks provide valuable insights into the state-
of-the-art capabilities in processing and understand-
ing social media discourse on climate change. The

>The competition page can be found here: https://
codalab.lisn.upsaclay.fr/competitions/16206.
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reliance on transformer-based models (Vaswani
et al., 2017), Large-language models (Thapa et al.,
2023b) and innovative data processing techniques
across the subtasks reflects the advanced computa-
tional approaches required to tackle the complexi-
ties of natural language in social media. However,
the subtasks also highlight ongoing challenges,
such as dealing with data imbalance, understand-
ing nuanced expressions of hate speech and stance,
and the ethical considerations in automated content
analysis.

3.2 Task 2: Hate Speech Detection in Turkish
and Arabic Tweets

The HSD-2Lang Shared Task at CASE 2024 fo-
cused on detecting hate speech in Turkish and Ara-
bic tweets, which is a significant problem on so-
cial media platforms. Divided into two subtasks,
Subtask A aimed to identify hate speech in Turk-
ish across various contexts, while Subtask B tack-
led hate speech detection in Arabic with limited
data. Both subtasks were binary classification prob-
lems aimed at distinguishing hateful from non-
hateful tweets. Uludogan et al. (2024a) explain
the overview of the shared task in detail.

Subtask A involved a dataset of Turkish tweets
annotated for hate speech related to refugees, the
Israel-Palestine conflict, and Anti-Greek discourse,
with 9,140 tweets for training and 2,295 for test-
ing. The objective was to develop a model capa-
ble of accurately identifying hate speech in these
tweets, with performance evaluated using the F1
score across all topics. Subtask B presented a chal-
lenge in building hate speech models from a smaller
and highly imbalanced dataset of Arabic tweets fo-
cusing on anti-refugee sentiment. The training set
for Subtask B comprised 860 tweets, 82 of which
were labeled as hateful, and the test set contained
522 tweets, 52 of them being hateful. Similarly to
Subtask A, this subtask was also evaluated using
the F1 score on the test data.

The shared task attracted 33 teams, with 10
submitting results for Subtask A and 5 for Sub-
task B. Participants employed various BERT-based
models, highlighting the versatility and effective-
ness of these models in processing and classify-
ing social media content. The winning team in
Subtask A, DetectiveReDASers (Qachfar et al.,
2024), achieved an F1 score of 0.69645 using Con-
vBERTurk (Schweter, 2020) with a novel pool-
ing strategy and cross-lingual data augmentation,



demonstrating the impact of innovative approaches
and ensemble methods on enhancing detection ca-
pabilities. The winning team of Subtask B, Re-
BERT (Yagci et al., 2024), achieved an F1 score
of 0.68354 by fine-tuning AraBERTVO0.2, origi-
nally developed by Antoun et al. (2020), which had
been pretrained on around 60 million Arabic tweets.
This updated AraBERT model incorporated emojis
and common words previously excluded from its
vocabulary and was applied directly without pre-
processing. Notable performance differences were
observed among systems using the same method,
emphasizing the importance of hyperparameter tun-
ing in improving model performance. The marginal
performance gap between the two subtasks is in-
triguing, especially given that the Turkish dataset
was three times larger than the Arabic set, high-
lighting the effectiveness of pretrained models. The
findings of this shared task highlight the importance
of model selection, tuning, and the impact of vari-
ous preprocessing and hyper-parameter choices on
detection capabilities, offering insights for future
research in multilingual hate speech detection.

3.3 Extended Task: Multimodal Hate Speech
Event Detection During Russia-Ukraine
Crisis

This shared task was conducted for the first time

in 2023 in CASE 2023 co-located at RANLP 2023.

Following the massive interest in this task, this

shared task saw an impressive number of impres-

sions in 2024 as well. This task was structured
into two subtasks aimed at detecting hate speech in
text-embedded images and identifying the targets
of such hate speech, with performance evaluated
using the macro Fl-score. The shared task, also
hosted in codalab?, attracted 73 registered partici-
pants and marked significant progress, achieving
the best F1-scores of 87.27% and 80.05% in Sub-
task A and Subtask B, respectively. Thapa et al.

(2024b) summarize the findings of different teams

in this extended shared task.

In Subtask A, participants demonstrated remark-
able achievements with CLTL (Wang and Markov,
2024) leading the pack by attaining an F1-score of
87.27%, setting a new benchmark for detecting hate
speech in text-embedded images. This score beats
the top-score by ARC-NLP (Sahin et al., 2023)
from the same shared task in CASE 2023 (Thapa

3The competition page can be found here: https://
codalab.lisn.upsaclay.fr/competitions/16203.

et al., 2023a; Hiirriyetoglu et al., 2023). CLTL
(Wang and Markov, 2024) proposed a method
for the Multimodal Hate Speech Event Detection
Shared Task that combines separate text and im-
age processing modules with a simple MLP and
softmax layer, offering a flexible and efficient al-
ternative to complex Large Vision Language Mod-
els (LVLMs). Their modular, MLP-based feature
fusion approach not only set a competitive bench-
mark by achieving the first position but also demon-
strated the importance of model simplicity and the
potential for significant performance gains through
fine-tuning.

Similarly, subtask B saw CLTL (Wang and
Markov, 2024) once again achieving the top per-
formance with an F1-score of 80.05%, showcasing
the feasibility and effectiveness of their approach
in identifying hate speech targets in a multimodal
setting. Their approach yet again beats the highest
leaderboard score from CASE 2023. The diverse
methodologies and significant accomplishments re-
ported in this shared task reflect the ongoing efforts
to advance hate speech detection technologies. The
results from both subtasks indicate a growing capa-
bility to not only detect hate speech in multimodal
content but also understand its targets, contributing
to safer digital environments.

4 Conclusion

In conclusion, the diverse range of papers and
shared tasks presented at the workshop, from multi-
modal data analysis to fine-tuning language models
for detecting hate speech and extracting event time-
lines, underscores the potential of automated text
analysis in understanding complex socio-political
phenomena. The workshop’s emphasis on ad-
dressing real-world issues, such as understanding
discourse related to climate change, online hate
speech, and misinformation, through state-of-the-
art computational techniques, not only sets new
benchmarks for future research but also highlights
the growing commitment within the community
to leverage natural language processing for so-
cial good. In the coming years, the workshop
will continue to advance the intersection of natural
language processing and social good, promoting
cutting-edge research and interdisciplinary collabo-
ration to tackle complex socio-political challenges
through automated text analysis.
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