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Abstract

This paper addresses hate speech detection in
Turkish and Arabic tweets, contributing to the
HSD-2Lang Shared Task. We propose a spe-
cialized pooling strategy within a soft-voting
ensemble framework to improve classification
in Turkish and Arabic language models. Our
approach also includes expanding the training
sets through cross-lingual translation, introduc-
ing a broader spectrum of hate speech exam-
ples. Our method attains F1-Macro scores of
0.6964 for Turkish (Subtask A) and 0.7123 for
Arabic (Subtask B). While achieving these re-
sults, we also consider the computational over-
head, striking a balance between the effective-
ness of our unique pooling strategy, data aug-
mentation, and soft-voting ensemble. This ap-
proach advances the practical application of
language models in low-resource languages for
hate speech detection.

1 Introduction

Hate speech and offensive language on social me-
dia pose significant challenges, affecting individu-
als and communities globally. These concerns are
exacerbated by the anonymity afforded by online
platforms, leading to more aggressive behaviors
(Fortuna and Nunes, 2018).

Addressing hate speech is crucial for protecting
vulnerable and marginalized populations from dis-
crimination and racism. The issue is particularly
profound in low-resource languages like Arabic
and Turkish, where cultural and linguistic diversity
adds additional complexity to detection.

Conventional approaches in hate speech detec-
tion, which often rely on standard tooling libraries,
may opt to remove emojis due to the unavailabil-
ity of specific language support. This shortcoming
is especially pronounced in a social media text,
characterized by its brevity and unconventional lan-
guage, where special characters like emojis have
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an influential impact on performance. In response
to these challenges, we implemented support for
Arabic and Turkish in the Emoji package, a func-
tionality previously absent.

Hate speech detection research has traditionally
focused on English (Mansur et al., 2023), with a re-
cent shift towards multilingual contexts, including
hate speech against immigrants and women (Basile
et al., 2019). Current efforts are increasingly ad-
dressing the challenges in low-resource languages
like Arabic and Turkish through new frameworks,
datasets, and shared tasks (Mubarak et al., 2020;
Beyhan et al., 2022; Hasanain et al., 2023). How-
ever, data scarcity and class imbalance in these
languages still present considerable challenges, ne-
cessitating ongoing research and development.

We make the following key contributions and
improvements over previous work: (1) A new pool-
ing strategy that significantly improves classifica-
tion of hate speech in Turkish and Arabic, con-
tributing to higher Macro F1 scores, (2) An evalua-
tion of a cross-lingual data augmentation technique
to broaden and enrich the training datasets, en-
hancing the model’s ability to generalize by focus-
ing on language-specific challenges in hate speech
contrary to (Ranasinghe and Zampieri, 2021) that
solely relies on transfer learning from resource-rich
to less-resourced language models, and (3) An im-
plementation of a soft-voting ensemble framework
to further boost model performance, as evidenced
by the achieved Macro F1 scores.

2 Task and Dataset Description

In the HSD-2Lang shared task (Uludoğan et al.,
2024), we focused on two main tasks: Subtask A
for Hate Speech Detection in Turkish Tweets and
Subtask B for limited Arabic Tweets. Subtask A in-
volves analyzing a dataset of 9, 140 Turkish tweets,
categorized across topics such as Anti-Refugee sen-
timent, the Israel-Palestine conflict, and Anti-Greek
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discourse, with both hateful and non-hateful tweets.
Subtask B presented the challenge of detecting hate
speech in a smaller, imbalanced dataset with 82
“hateful” and 778 “not hateful” Arabic tweets, pri-
marily centered on anti-refugee sentiment.

3 Proposed Framework

The key elements of our approach to hate speech de-
tection for subtasks A and B include emoji conver-
sion and bidirectional translation between Turkish
and Arabic datasets. We selected ConvBERTurk1

(Schweter, 2020) and AraBERTv02-Twitter2 (An-
toun et al., 2020) as our baseline models for Turkish
and Arabic texts, respectively.

To tackle the limited and imbalanced data in Sub-
task B, we merged the translated Turkish dataset
from Subtask A with Subtask B dataset. We applied
a similar strategy for Subtask A, incorporating the
translated Arabic tweets from Subtask B.

Our research introduces an innovative sequence
representation technique, going beyond the con-
ventional use of the [CLS] token. This method
combines the mean and max values from the last
hidden layer with the [CLS] token, each processed
through separate linear layers with tanh activation
and dropout. The outputs are then concatenated
and fed into a final linear layer for classification as
“hateful” or “not hateful”.

Subtask A employed a soft-voting ensemble
of five ConvBERTurk models in our applica-
tion. In contrast, Subtask B utilized a single
AraBERTv02-Twitter model. In the upcoming
sections, we provide a comprehensive overview
of the methodologies we employed in our project.
These include a detailed description of how we pre-
processed the data, consolidated the datasets, con-
verted emojis, translated across Turkish and Arabic,
pooled sequence representations, and finally, our
training procedures.

3.1 Preprocessing and Dataset Consolidation

Data Preprocessing Our preprocessing approach
rigorously standardizes text data, a vital step for re-
liable analysis. We use the ftfy3 package to correct
incorrectly encoded characters, resolving common
encoding issues in text data. Next, we simplify
whitespace by replacing excess newlines and tabs

1https://huggingface.co/dbmdz/
convbert-base-turkish-cased

2https://huggingface.co/aubmindlab/
bert-base-AraBERTv02-Twitter

3https://ftfy.readthedocs.io/

with a single space. Our method also uniquely ad-
dresses user mentions by substituting them with a
standard term—“[ÐY 	j�J�Ó]” in Arabic and “[Kul-
lanıcı]” in Turkish—to avoid skewing the language-
specific processing. Likewise, we replace URLs
and retweet indicators with consistent placeholders
to minimize noise and point the focus on the textual
content itself.

Emoji Conversion The emoji4 package is up-
dated as we implemented support for Arabic and
Turkish languages. This update enables the conver-
sion of emoji characters into their corresponding
text descriptions in Arabic and Turkish. Emojis
often carry significant emotional and contextual
meanings (Hakami et al., 2022), and this conver-
sion is vital for capturing these nuances.

Data Consolidation and Cross-Lingual Transla-
tion In our preprocessing workflow, we first ad-
dress Subtask A by concatenating the three distinct
datasets focusing on anti-refugee sentiment, the
Israel-Palestine conflict, and anti-Greek discourse.
Then, we split this unified dataset using an 80/20
train-test ratio. By adopting this unified approach,
we can incorporate a broader range of data, thereby
increasing the diversity of the dataset. Addition-
ally, we translated Subtask B’s Arabic dataset into
Turkish using Google Translator5 and merged this
with Subtask A’s training set. This step ensures lin-
guistic consistency and enriches the training data’s
contextual scope.

Figure 1: Data Augmentation Workflow

We tackle the challenges of limited and imbal-
anced data for Subtask B by leveraging thematic
overlaps with Subtask A. We translate Subtask A’s
Turkish data into Arabic and integrate it into Sub-
task B’s training set. This bidirectional translation
strategy contributes to a more comprehensive and
diverse training environment. We illustrate the sim-
ilarity between subtasks in Appendix A.

4https://github.com/carpedm20/emoji/
5https://deep-translator.readthedocs.io/
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Throughout, we maintain a uniform preprocess-
ing approach for both subtasks, adjusting slightly
to accommodate the primary languages of Turkish
for Subtask A and Arabic for Subtask B. This sys-
tematic data translation and consolidation approach
is critical to our preprocessing strategy and aims to
enhance our language models’ overall quality and
effectiveness.

3.2 Sequence Representation Pooling

We leverage a unique sequence representation tech-
nique for hate speech detection, termed “concat”
pooling, which we apply in Bert-based models for
both subtasks. Our method merges the [CLS] to-
ken with mean and max values from the last hidden
layer’s sequence dimension, aiming to enhance the
comprehensiveness and diversity of sequence repre-
sentation. This approach is in contrast to the Multi-
CLS BERT method (Chang et al., 2023), which
employs multiple [CLS] tokens in a singular BERT
model, creating an ensemble-like effect without
the substantial computational and memory costs
typically associated with BERT ensembles.

In our implementation, we independently pro-
cess the [CLS], mean, and max outputs through
separate linear layers, integrating Tanh activation
and dropout before concatenation. This procedure
ensures a robust and nuanced embedding, which
we subsequently input into a final linear layer for
classifying the inputs as “hateful” or “non-hateful”.
While inspired by Multi-CLS BERT’s efficiency in
managing multiple [CLS] embeddings, such an ap-
proach diverges by incorporating varied sequence
elements to generate a more thorough represen-
tation for classification. Figure 2 illustrates our
“concat” pooling architecture.

3.3 Soft-Voting Ensemble

Ensemble methods, rooted in collective decision-
making, consistently demonstrate superior pre-
dictive accuracy and robustness over single-
learner models (Jiang et al., 2023; Farooqi
et al., 2021). For subtask A, we deploy a
soft-voting ensemble consisting of five identical
ConvBERT-Turkish-Cased models, differentiated
only by their initializations. This strategy fol-
lows the methodology outlined by (Tuck et al.,
2023) in Arabic deception detection, where we
halt training at the two-epoch mark as soon as we
reach the peak validation F1 Macro score. We

Figure 2: Concat Pooling Architecture

use the TorchEnsemble6 library, an open-source,
community-driven project, to facilitate the imple-
mentation of this ensemble technique, offering
streamlined support for various ensemble methods.

3.4 Training Procedure
Our approach consistently applied the same hyper-
parameters across all experiments for both subtasks
to ensure reliability and consistency. We chose the
AdamW optimizer (Loshchilov and Hutter, 2019)
for its efficiency in fine-tuning large language mod-
els, paired with the Cross-Entropy loss function,
which is well-suited for binary classification tasks.
This combination was selected to balance efficient
learning with accurate performance.

We limited our training to a maximum of twenty
epochs, incorporating an early stopping mechanism
with a patience setting of five epochs. This strategy
enhances computational efficiency and prevents
overfitting by stopping the training when validation
F1 Macro scores no longer improve. Although ini-
tial trials included a linear learning rate scheduler,
we did not use it in our final experiments. Our
observations indicated that maintaining a constant
learning rate, combined with our chosen optimizer
and early stopping, was the most effective. The
static hyperparameters we used are as follows: Max

6https://github.com/TorchEnsemble-Community/
Ensemble-Pytorch
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Pooling Type Data Aug. Ensemble Single Model
Val. Test Val. Test

Subtask A
concat Included 0.7336 0.6964 0.7130 0.6705
concat Not Included 0.7203 0.6814 0.7272 0.6608
cls Included 0.6794 0.6832 0.7368 0.6674
cls Not Included 0.7348 0.6508 0.6929 0.6781

Subtask B
concat Included 0.7826 0.6027 0.8333 0.6000
concat Not Included 0.8461 0.7123 0.8148 0.6582
cls Included 0.6956 0.5915 0.7333 0.6373
cls Not Included 0.8148 0.7179 0.8148 0.6052

Table 1: Performance of ConvBERT-Turkish-Cased (Subtask A) and AraBERTv02-Twitter (Subtask B) models,
using Macro F1 scores. ‘Pooling Type’ distinguishes between [CLS] token and concatenated embeddings. ‘Data
Aug.’ indicates if augmentation was used (‘Included’) or not (‘Not Included’). Bold results denote official
submissions for each subtask.

Length – 128, Dropout – 0.075, Batch Size – 16,
Learning Rate – 2e− 05, Random Seed – 42.

4 Results and Discussion

Table 1 outlines the performance of our models in
Subtasks A and B, with the official submissions
in bold, achieving 1st place in Subtask A and 3rd
place in Subtask B. We offer a systematic view,
examining the effects of pooling strategies, com-
paring ensemble and single-model configurations,
and augmenting training data.

For Subtask A, our ensemble model utilizing
concatenated pooling—synthesizing the [CLS] to-
ken, mean, and max embeddings—demonstrated
substantial dominance on the test set with a Macro
F1 score of 0.6964. This superior performance
is attributed to our novel sequence representation,
which provides a holistic comprehension of the
input data, as opposed to the [CLS] token-based
approach that achieved a lower score of 0.6832
with data augmentation.

In Subtask B, the ensemble models exhibited a
pronounced sensitivity to data augmentation. The
ensemble with [CLS] token pooling and no data
augmentation achieved the highest test score of
0.7179. Conversely, when data augmentation was
introduced, the same ensemble approach reduced
test performance to 0.5915. Similarly, the ensem-
ble model with concatenated pooling reflected this
trend, where the non-augmented approach yielded
a robust score of 0.7123 on the test set, compared
to a lower 0.6027 with data augmentation.

For single models in Subtask B, the concate-
nated pooling type with data augmentation resulted
in a test score of 0.6000, indicating that the single
models were less affected by augmentation. How-
ever, this score was still outperformed by the non-

augmented ensemble model, highlighting the nu-
anced impact of augmentation strategies on model
performance. The intricate dynamics of the impact
of data augmentation are underscored in Subtask B,
where its application does not enhance model ef-
fectiveness. This difference is particularly notable
when comparing the performance of single models
against ensemble configurations.

The test scores suggest that ensemble models, es-
pecially with non-augmented concatenated pooling,
are robust across both subtasks. The discrepancy in
performance between the concat and [CLS] meth-
ods within ensemble configurations highlights the
effectiveness of our pooling strategy. These find-
ings emphasize the need for careful consideration
when applying data augmentation, as it may not
always be beneficial and depends on the specific
task and model architecture.

5 Conclusion

In conclusion, our paper introduces an innovative
approach combining data augmentation, pooling
strategy, and a soft-voting ensemble framework for
effective hate speech detection in Turkish and Ara-
bic, languages typically underrepresented in com-
putational linguistics. We successfully enriched
the training sets with a broader spectrum of exam-
ples by leveraging cross-lingual translation through
Google Translator. This approach yielded impres-
sive F1-Macro scores of 0.6964 and 0.7123 in Turk-
ish and Arabic, respectively, demonstrating broad
potential in diverse linguistic contexts. The effec-
tiveness of our strategy in low-resource languages
opens new avenues for future research, potentially
addressing more nuanced aspects of hate speech
detection and expanding to other underrepresented
languages.
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A Appendix

Subtask Data Similarity

Figure 3 and Figure 4 represent the text em-
beddings of subtask A and B training sets
from the models ConvBERT-Turkish-Cased and
AraBERTv02-Twitter in the Turkish and Arabic
embedding spaces respectively using the dimen-
sionality reduction algorithm T-SNE (Van der
Maaten and Hinton, 2008). The T-SNE algorithm
draws the similarities between neighbors using the
student t-distribution. As illustrated in Figure 3, we
have plotted 10.000 samples consisting of 860 Ara-
bic tweets translated to Turkish and 9.140 Turkish
Original tweets from Subtask A training set.

According to Figure 3, the Arabic tweets that
were translated into Turkish from Subtask B closely
resemble the original Turkish tweets found in the
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training data for Subtask A. This observation is fur-
ther supported by the findings presented in Table 1
Subtask A, which indicates that incorporating the
additional translated data into the training process
leads to an improvement in the F1-score.

In Figure 4, the Turkish-translated tweets are
not as close to subtask B’s original Arabic tweets
and are in another cluster. This discrepancy has
resulted in decreased performance in Subtask B
when incorporated as additional translated training
data, as shown in Table 1 Subtask B.

Figure 3: Training Data in Turkish Embedding Space
using ConvBERT-Turkish-Cased

Figure 4: Training Data in Arabic Embedding Space
using AraBERTv02-Twitter
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