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Abstract

Over the past years, researchers across the
globe have made significant efforts to develop
systems capable of identifying the presence of
hate speech in different languages. This paper
describes the team Transformers’ submission to
the subtasks: Hate Speech Detection in Turkish
across Various Contexts and Hate Speech De-
tection with Limited Data in Arabic, organized
by HSD-2Lang in conjunction with CASE at
EACL 2024. A BERT based architecture was
employed in both the subtasks. We achieved an
F1 score of 0.63258 using XLLM RoBERTa and
0.48101 using mBERT, hence securing the 6
rank and the 5 rank in the first and the second
subtask, respectively.

1 Introduction

Hate Speech is defined as the usage of expressions
or phrases which are hostile, offensive, or threat-
ening in nature. Hate Speech is usually targeted
against an individual or a group of individuals,
highlighting those unique characteristics that dis-
tinguish those individuals. Some people use online
platforms, such as Twitter, to spread hateful content
at the click of a button.

Access to the internet, along with social media
platforms such as Twitter, Instagram, and Face-
book, can enable anyone, anywhere in the world, to
share their ideas with millions of people across the
globe within a few milliseconds (Shanmugavadivel
et al., 2022).

With the advancing technological age, it is get-
ting easier to spread hateful content thousands of
miles across the globe, even without revealing their
identity, due to the increased anonymity offered by
online platforms. Automated detection of hateful
content has become crucial for enhancing content
moderation to mitigate societal harm. Social me-
dia platforms encourage the users to report any
hate speech content that violates the hateful con-
duct policy so that appropriate action can be taken.

However, it is still visible to many users, which
necessitates the use of an automated system to de-
tect and curb such content (Abuzayed and Elsayed,
2020).

The task organized by HSD-2Lang' at CASE
2024 aimed at identifying the presence of
hate speech in Turkish and Arabic languages
(Gokge Uludogan, 2024). The task was divided
into two subtasks, as listed below:

i. Subtask A: Hate Speech Detection in Turkish
across Various Contexts

ii. Subtask B: Hate Speech Detection with Lim-
ited Data in Arabic

In the past few years, Natural Language Process-
ing (NLP) has experienced major breakthroughs,
especially in the Hate Speech identification do-
main. Some of which are Long Short Term Mem-
ory (Hochreiter and Schmidhuber, 1997) and the
Gated Recurrent Units (Chung et al., 2014). But,
there has been a paradigm shift with the introduc-
tion of transformers (Vaswani et al., 2017).

Arabic language is one of the six official lan-
guages of the United Nations. Arabic is also a
critical and strategically useful language (Ryding,
2013). With 18.55 million users, Turkey had the 7%
highest number of Twitter users in 2023 (Statista,
2022). Turkish is also one of the most widely spo-
ken languages of the Turkic language family.

Both Arabic and Turkish are very different from
the English language. The orthography of both lan-
guages significantly differs from English due to the
right-to-left text orientation and the utilization of
connecting letters. The presence of word elonga-
tion, common ligatures, zero-width diacritics, and
allographic variants leads to further complications.
The morphology is extremely intricate, showcasing
a wealth of morphemes that are used as prefixes,

Yhttps://github.com/boun-tabi/
case-2024-hsd-2lang/
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suffixes, or even circumfixes. These elements can
denote various grammatical features such as case,
number, gender, and definiteness, among others,
resulting in a sophisticated morphotactic system
(Malmasi and Dras, 2014; Budur et al., 2020).

2 Related Work

Researchers have made multiple efforts in the past
to automatically detect the presence of hate speech
in Arabic and Turkish, in the past. A variety of
different approaches have been used in the past to
address this problem.

Abuzayed and Elsayed (2020) compared 15 clas-
sical and neural network models to classify Arabic
tweets based on the presence of hate speech. To
solve the problem efficiently, a “quick and simple”
approach was used. The experiments were con-
ducted on a collection of 8,000 tweets, and it was
found that neural learning models outperformed
the classical ones. The best classifier was a joint ar-
chitecture of a convolution and recurrent neural net-
work. The classifier used data after pre-processing,
in which the punctuation, foreign characters, num-
bers, repeated characters, and diacritics were re-
moved from the text. The remaining Arabic text
was then normalized.

In the approach adopted by Husain (2020), ex-
tensive pre-processing was performed. The pre-
processing step involved seven different steps. The
work showed the improvement that pre-processing
the data makes by retaining only the important con-
tent and performing dimensionality reduction. The
first step in pre-processing was the conversion of
emojis and emoticons to a textual label to ensure
that the meaning conveyed by them did not suffer
due to their removal. Next, since the Arabic dialect
exists in various different forms, the variations in
the different forms were normalized. The words
were then categorized and then letter normalization
was performed. This was followed by hashtag seg-
mentation, where the ‘#’ symbol was removed and
the text following it was left untouched. After this,
the numbers, more than two consecutive spaces,
and the occurrence of more than three repetitive
characters was removed along with Arabic stop
words. Lastly, to address the data imbalance, up-
sampling was performed.

Neural networks and discourse analysis tech-
niques were used by Hiisiinbeyi et al. (2022) to
identify the presence of hate speech in Turkish
text. A Hierarchical Attention Network and BERT

Table 1: Dataset Distribution for Subtask A

Label
Dataset
Hateful | Non-Hateful
Anti-Refugee 1447 4477
sentiment
Israel-Palestine 880 1360
conflict
Anti-Greek 555 421
discourse

based deep learning models were implemented to
apprehend evolving verbal cues and comprehend
the contextual nuances within the discourse. Addi-
tionally, linguistic features using critical discourse
analysis techniques were designed and integrated
with neural network models.

3 Dataset Description

3.1 Subtask A

The dataset provided by the organizers for sub-
task A comprised of three parts, broadly classified
into three categories, namely, refugees, the Israel-
Palestine conflict, and Anti-Greek discourse. The
dataset contained a total of 9,140 tweets in Turk-
ish language. The detailed data distribution has
been shown in Table 1. The text also contained
emojis, emoticons, special symbols, numbers, and
hyperlinks.

3.2 Subtask B

The dataset provided for subtask B comprised of
1000 Arabic tweets. In this dataset provided by
the organizers, 778 tweets did not contain hate
speech, whereas the remaining 82 tweets contained
hate speech. The text in some tweets had special
symbols such as ‘#’, ‘@’, ©’, and ‘[’. The text also
contained links, and some words were written in
English.

4 Methodology

In NLP, text classification in languages with lim-
ited resources and code-mixed nature, has been a
prominent problem. It can be defined as assigning
text labels depending upon the content, context and
intention of it. Researchers have devised multi-
ple models to tackle this problem. Many of these
models followed a transformer based approach and
have been pre-trained on large corpora of text and
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have been made available for a multitude of solv-
ing problems like text classification. However, the
corpora of text available to train such models is
usually dominated by high-resourced languages
like English. This problem is solved by the use of
cross-lingual transfer learning.

4.1 Subtask A

The dataset provided for subtask A, as described
in Section 3.1, comprised of three subsets. The
data from all the three was first concatenated to-
gether to form one large dataset. The data also, had
a huge data imbalance problem between the two
classes of hateful and non-hateful tweets. The num-
ber of tweets for categorised as non-hateful were
almost three times as many as the ones categorised
as hateful. This issue was addressed by performing
undersampling on the data, such that the number
of tweets for both the classes became equal. The
undersampling was performed randomly with no
preference given to any particular type of data.

The data was then split such that 80% of the data
was used for training and 20% was used for testing.
The data was used to finetune the XLLM RoBERTa
Large (XLMR) model (Conneau et al., 2019). It
was observed that the model performed the best
when trained for 8 epochs using the weighted Adam
optimizer and negative log likelihood loss.

The XLMR model is an unsupervised model

trained on data of 100 different languages. This
model is derived from the 2019 RoBERTa model
launched by Facebook. XILLMR is a large multi-
lingual model which has been trained on 2.5TB of
filtered data acquired from CommonCrawl. XLMR
uses its own tokenizer, known as the XLMRoberta-
Tokenizer.

4.2 Subtask B

In the dataset for subtask B, as elaborated in Sec-
tion 3.2, there was a significant difference between
the number of samples with and without hateful
content. Hence, the data imbalance was addressed
by performing undersampling on the data. After
performing undersampling, both the classes had 82
tweets each. The undersampling was performed to
randomly select 82 tweets from all the 778 tweets
classified as non-hateful.

Next, 70% of the remaining data was used for
training, and 30% of the data was used for test-
ing, the multilingual BERT (mBERT) based archi-
tecture which was employed in this subtask. The
model showed the best performance after training
for 13 epochs and using the Adam optimizer and
negative log likelihood loss.

The model, mBERT is a self-supervised trans-
former model pre-trained on a huge multilingual
corpus. The corpus comprised of 104 languages,
with the largest Wikipedia utilizing a masked lan-
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guage modeling objective. mBERT uses the Bert-
Tokenizer to perform tokenization on the data.

5 Results and Discussion

Multilingual transformer models were used to de-
tect the presence of hate speech in Arabic and Turk-
ish tweets. The BERT based architectures were
finetuned to improve their performance further.

The data imbalance present in the data of both
the subtasks was addressed by performing random
undersampling on the data to ensure that the num-
ber of tweets for both the classes are equal.

It was found that the model performed better
when the unprocessed data was used to train the
model. Hence, the text data was used without any
pre-processing to train the model.

The methodology followed to finetune the trans-
formers for both the subtasks has been summarized
in Figure 1. The label generation for the testing
data has been summarised in Figure 2 for both the
subtasks.

The models achieved an F1 score of 0.63258
and 0.48101 in subtask A and subtask B, respec-
tively. Overall, the highest F1 score achieved was
0.69644 and 0.68354 in subtask A and subtask B
respectively by the teams ranked 1% in the shared
task.

6 Conclusion and Future Work

Hate speech detection is the process of classifying
text based on the presence or absence of hateful
content. The aim of the shared task organized by
HSD-2Lang in conjunction with CASE at EACL
2024 was to automatically detect whether the tweet
was hateful or not in nature.

In this paper, we discussed our use of two mul-
tilingual BERT based transformers in the Hate
Speech Detection in Turkish and Arabic Tweets
shared task. We achieved an F1 score of 0.63258 in
subtask A with XLMR and an F1 score of 0.48101
in subtask B with mBERT with the discussed ap-
proaches.

Transformers have shown great potential in the
field of NLP and have consistently outperformed
the classical models. Hence, combining different
transformer models using ensembling techniques
can help improve performance. Also, since limited
resources are available for both Arabic and Turk-
ish, the performance may be further enhanced by
combining multiple datasets.
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