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Abstract

With the rapid rise of social media platforms,
communities have been able to share their pas-
sions and interests with the world much more
conveniently. This, in turn, has led to indi-
viduals being able to spread hateful messages
through the use of memes. The classification of
such materials requires not only looking at the
individual images but also considering the asso-
ciated text in tandem. Looking at the images or
the text separately does not provide the full con-
text. In this paper, we describe our approach to
hateful meme classification for the Multimodal
Hate Speech Shared Task at CASE 2024. We
utilized the same approach in the two subtasks,
which involved a classification model based
on text and image features obtained using Con-
trastive Language-Image Pre-training (CLIP) in
addition to utilizing BERT-Based models. We
then utilize predictions created by both mod-
els in an ensemble approach. This approach
ranked second in both subtasks, respectively.

1 Introduction

Social media has become the biggest form of com-
munication in recent years. However, with this rise
comes an increase in the usage of hate speech to
spread hostile and hateful messages. The effects
of hate speech have been very apparent in recent
years and have been demonstrated in multiple stud-
ies (Parihar et al., 2021). Some malicious entities
have even been shown to use memes to create such
hateful content. While these memes might seem
humorous in nature, studies show that this use of
humor to spread hateful messages creates hostile
perceptions within the audience (Schmid, 2023).
The use of machine learning and AI to combat this
problem and classify these memes has been on the
rise lately, with the collection of large amounts of
data and the creation of datasets to support these
tasks (Kiela et al., 2021). The use of such hateful
attacks has been widespread and particularly ev-
ident in the Russia-Ukraine conflict, where both

parties engaged in masquerading these attacks as
memes. The Multimodal Hate Classification shared
task at CASE 2024 (Thapa et al., 2024) focused on
tackling this problem by providing a multimodal
dataset primarily focused on this conflict (Bhandari
et al., 2023). The rest of this paper is dedicated
to our approach in the two subtasks provided in
this shared task where we utilized CLIP (Radford
et al., 2021) in conjunction with concatenation and
a classification head to achieve second place on
both subtasks. The following sections of the paper
will include a related work section, a section de-
scribing the dataset, a section describing the system
proposed, a discussion section and a conclusion.

2 Related Work

Research has extensively explored the application
of AI in hate speech detection. However, fewer
studies have delved into the use of multimodal
data for classifying memes in these contexts. One
notable study is (Pramanick et al., 2021), where
they employed four different models for feature
extraction, including CLIP, VGG-19 (Simonyan
and Zisserman, 2015), and DistilBERT (Sanh et al.,
2019), complemented by a CMAF fusion layer at
the end. Another innovative approach was intro-
duced by (Kumar and Nandakumar, 2022), pre-
senting the HateClipper architecture. They utilized
CLIP for feature extraction and implemented vari-
ous fusion methods, such as alignment, concatena-
tion, and cross fusion, resulting in promising out-
comes. Additional methodologies were elucidated
in (Cao et al., 2023), where researchers leveraged
prompts and language models for classification.
CASE 2023 featured a similar shared task (Thapa
et al., 2023), with (Sahin et al., 2023) employing
an ensemble of syntactical feature outputs passed
into XGBOOST (Chen and Guestrin, 2016), cou-
pled with encoder outputs, to achieve their note-
worthy results.In recent times, researchers have
presented datasets aimed at addressing this issue
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(Thapa et al., 2022; Bhandari et al., 2023). These
datasets mark a significant advancement, provid-
ing researchers with valuable resources to more
effectively confront the problem and explore vari-
ous architectures. One Interesting approach is the
one proposed by (Yang et al., 2022) which incorpo-
rated a multimodal backbone with three additional
modules semantic adaptation module, definition
adaptation module and domain adaptation module
which boosted the performance significantly.

3 Dataset & Task

The Multimodal Hate Speech Event Detection chal-
lenge at CASE 2024 (Thapa et al., 2024)1 encom-
passes two specific subtasks: Subtask A and B. The
dataset makes use of the CrisisHateMM dataset
(Bhandari et al., 2023) which is a collection of
Text-Embedded Images of Directed and Undirected
Hate Speech from Russia-Ukraine Conflict. The
following subsections expand on each subtask high-
lighting the data distribution of each label. For the
test labels, these labels remain undisclosed and are
reserved for assessing the ultimate prediction per-
formance, influencing the leaderboard rankings at
the conclusion of the shared task.

3.1 Subtask A: Hate Speech Detection
The first subtask is a binary classification problem
where tweets given are classified into two distinct
classes: “Hate Speech” and “No Hate Speech”.
Table 1 illustrates the data distribution for the dif-
ferent classes within the dataset.

Training Validation
No Hate 1658 200
Hate 1942 243
Overall 3600 443

Table 1: Subtask A’s Dataset Distribution.

3.2 Subtask B: Target Detection
The second subtask is a multiclass classification
problem where tweets given are classified into three
distinct classes: "Individual", "Organization", and
"Community". Table 2 illustrates the data distri-
bution for the different classes within the dataset.

1https://codalab.lisn.upsaclay.fr/competitions/16203

Training Validation
Individual 823 102
Organization 784 40
Community 335 102
Overall 1942 244

Table 2: Subtask B’s Dataset Distribution.

3.3 Textual Data Extraction
The Google Vision API2 was employed to extract
textual information embedded in images. While
the API demonstrates commendable accuracy and
delivers high-quality results, its utilization is fi-
nancially challenging for numerous researchers.
This situation prompts the exploration of alternative
tools such as various open-source Python packages
or the creation of a comparable tool that maintains
high quality but at a significantly lower cost.

3.4 Textual Data Preprocessing
Prior to being fed into the model, the text under-
goes a rigorous preprocessing stage aimed at ad-
dressing various challenges related to the nature
of social media data, where texts contain relatively
high noise. This noise, if not properly handled, has
the potential to adversely impact our classifier’s
performance. Therefore, the preprocessing stage
is crucial in mitigating such adverse effects and
ensuring the robustness of the model against the
inherent noise in social media texts.

• Removal of punctuation as many tweets con-
tained .

• Applying PySpellChecker3 to check for mis-
spelled words and correct them.

• Removal of hyperlinks as they did not mean-
ing needed for our classification process.

• Removal of hashtags.

3.5 Visual Data Preprocessing
No preprocessing was applied to the images except
for resizing them to dimensions of 224 x 224 pixels.

4 Methodology

In the following subsections, we will expand on the
proposed models for each subtask, highlighting the
reasoning behind each.

2https://cloud.google.com/vision
3https://pypi.org/project/pyspellchecker/
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4.1 Language Models
Language Models were found to achieve state of
the art performance on many tasks including ones
related to hate speech detection. After examining
existing literature on multimodal hate speech detec-
tion, we discovered that relying solely on textual
features yielded commendable results, approach-
ing those achieved by approaches incorporating
multiple modalities (Singh et al., 2023; Aziz et al.,
2023). Consequently, we opted to conduct experi-
ments employing several pretrained language mod-
els, with a primary focus on HateBERT (Caselli
et al., 2021), RoBERTa (Liu et al., 2019) and XLM-
RoBERTa (Conneau et al., 2020).

4.2 Vision Models
After a thorough review of past literature, includ-
ing research findings from last year’s competition
(Thapa et al., 2023) and various other sources, we
have chosen not to investigate vision models on
their own, as their performance on comparable
tasks has been relatively subpar. Instead, our strat-
egy entails conducting experiments with them as
feature extractors within our multimodal frame-
work. In the multimodal approach we adopted, we
opted to employ ViT (Dosovitskiy et al., 2021) and
Swin (Liu et al., 2021) as feature extractors.

4.3 Multimodal Approach
The multimodal approach comprises two main
models that will be elucidated in the subsequent
subsections.

4.3.1 Pairing Models
The initial approach aimed to harness the com-
bined capabilities of vision and language models
as this approach proved to beneficial in similar set-
tings(Chen and Pan, 2022; Das et al., 2020). In
the experiments, both language and vision models
were employed as feature extractors without under-
going model finetuning. Subsequently, as part of
the training procedure, both models were finetuned.
The finetuned models yielded slightly higher re-
sults compared to the alternative. Throughout our
exterminations, we experimented with pairing a
number of models yet only 2 of them were used for
submitting results through the official contest page
as they mostly produced bad results. One important
aspect to mention is the fact that our Swin + Hate-
BERT model used the pretrained model weights
without any further fintuning whilst the ViT + Hate-

BERT model was fully fine tuned on the chosen
dataset.

4.3.2 CLIP
State-of-the-art performances on numerous sub-
tasks have been achieved by CLIP (Contrastive Lan-
guage–Image Pre-training) (Radford et al., 2021).
High results on comparable tasks were also ob-
served (Kumar and Nandakumar, 2022). CLIP,
functioning as both a textual and visual feature ex-
tractor, demonstrated extremely high performance
on our task. We experimented with two types of fu-
sion in case of of CLIP. Firstly, the concatenation of
visual and textual features generated by CLIP was
experimented with. Secondly, cross fusion for the
same features was explored in which the extracted
feature vectors had their outer product computed
into a resulting matrix R = pt ⊗ pi . Surprisingly,
higher results were obtained by concatenating the
features. A 3-layer classification head was imple-
mented, utilizing RELU as its activation function.

4.4 Ensembling
Combining various models to enhance robustness,
generalization, and predictive performance is a
practice known as ensembling in machine learning.
In our approach, hard voting is utilized, where pre-
dictions on a dataset are made by individual models
within the ensemble, and the final prediction is de-
termined through majority voting. Experiments
were conducted involving the ensemble of top-k
learners for each subtask, leading to the derivation
of our predictions.

4.5 Experiment Settings
The training procedure was conducted using the
Google Colab 4 platform for training our pipeline,
which has 12.68 GB of RAM, a 14.75 GB NVIDIA
Tesla T4 GPU, and Python language. Table 3 and
Table 4 illustrate the hyperparameters used both in
experimenting with CLIP and BERT-Based mod-
els.

5 Results

This section will expand on the result obtained
through the usage of the aforementioned systems.
For CLIP, HateBERT, Swin and ViT, we experi-
mented with a variety of model sizes. Top-k Ensem-
ble would then choose the highest k submissions to
ensemble them.

4https://colab.google/
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Hyperparameter Value
Epochs 30
Learning Rate 2e-5
Batch Size 16
Max length 128
Optimizer Adam
Early Stopping Patience 5
Reduce On Plateau 2
Loss Function Dice Loss

Table 3: Training Hyperparameters for BERT-BASED.

Hyperparameter Value
Epochs 10
Learning Rate 1e-5
Batch Size 16
Optimizer Adam
Early Stopping Patience 5
Reduce On Plateau 2
Loss Function Cross Entropy

Table 4: Training Hyperparameters for CLIP.

5.1 Subtask A
Table 5 illustrates the performance of the previously
mentioned models on the test set. Text models
demonstrated good outcomes, surpassing certain
suggested multimodal models. Notably, CLIP out-
performs all proposed models without requiring
fine-tuning, presenting significant advantages in
terms of training time. It is noteworthy that ensem-
bling various models resulted in a marginal per-
formance improvement, prompting inquiries about
the effectiveness of an ensemble approach when
compared to using only CLIP.

Model Precision Recall F1-
Score

RoBERTa 0.8243 0.8246 0.8245
HateBERT 0.8214 0.8186 0.8169
XLMRoBERTa 0.7676 0.7676 0.7676
Swin+HateBERT 0.7599 0.7576 0.7576
ViT+HateBERT 0.8161 0.8153 0.8157
CLIP (Cross) 0.8464 0.8448 0.8454
CLIP (Concat) 0.8546 0.8540 0.8543
Top-3 Ensemble 0.8550 0.8539 0.8544

Table 5: Results For Subtask A.

5.2 Subtask B
Table 6 illustrates the performance of the previ-
ously mentioned models on the test set, yet for
this subtask out other multimodal approaches were
not able to converge really well so unlike the first
subtask they were not used for testing. Concatenat-
ing CLIP features outperformed all of its peers yet
was beaten by ensembling top-3 performing mod-
els with a very small margin. This raises doubts
about the effectiveness of the ensemble approach
compared to utilizing only CLIP.

Model Precision Recall F1-
Score

RoBERTa 0.6832 0.7208 0.6960
HateBERT 0.6669 0.7479 0.6877
XLMRoBERTa 0.5866 0.5990 0.5910
CLIP (Cross) 0.7391 0.7372 0.7379
CLIP (Concat) 0.7465 0.8240 0.7671
Top-3 Ensemble 0.7499 0.8273 0.7703

Table 6: Results For Subtask B.

5.3 Leaderboard Results
During the evaluation phase of the shared task, we
submitted our models for assessment on the test
sets of both Subtask A and Subtask B. The out-
comes of the tests are presented in Table 5 and
Table 6, respectively. Our multimodal ensemble,
which combines CLIP and BERT-based models,
achieved the second place among the 7 participat-
ing teams in Subtask A. Similarly, the same model
secured the second position among the 5 participat-
ing teams in Subtask B. One really intriguing di-
rection is exploring explainable AI. In recent years,
there has been a lot of approaches to explain the
reasoning behind the model’s predictions like Grad-
Cam (Selvaraju et al., 2019), LIME(Ribeiro et al.,
2016) and many others. (Chefer et al., 2021) pro-
posed a technique for explaining transformer based
models that could be adapted to our model, some-
thing that would further solidify our model’s perfor-
mance and open the door for many improvements
as we may use such a technique for advanced error
analysis.

6 Discussion & Future Work

The results obtained underscore the capability of
CLIP in achieving promising outcomes for multi-
modal text-embedded image classification. These
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findings lay a robust groundwork for future re-
search pursuits. One avenue worth investigating in-
volves understanding the reasons behind the limited
generalization of vision models on text-embedded
images. In fact, an intriguing strategy is presented
in (Pramanick et al., 2021), where image attributes
are extracted instead of encoded features. Another
compelling approach is to delve into language mod-
els with visual understanding, such as GPT-4.

7 Conclusion

This study outlines the endeavors of our team,
"AAST-NLP," in addressing the pervasive issue
of using text-embedded images for hate speech
and propaganda. However, it is important to note
that text-embedded images also have the poten-
tial to be utilized for positive purposes. Despite
their potential for misuse, as observed during the
Russia-Ukraine war, the identification and mitiga-
tion of such instances are crucial, particularly in
times of prolonged conflict. Our solution makes
use of ensembling via hard voting based on CLIP
and BERT-Based models. Our model has the po-
tential to be used in lots of aspects as a result of its
relatively high performance on both subtasks.
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