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Abstract

CASE in EACL 2024 proposes the shared task
on Hate Speech and Stance Detection during
Climate Activism. In our participation in the
stance detection task, we have tested different
approaches using LLMs for this classification
task. We have tested a generative model using
the classical seq2seq structure. Subsequently,
we have considerably improved the results by
replacing the last layer of these LLMs with a
classifier layer. We have also studied how the
performance is affected by the amount of data
used in training. For this purpose, a partition
of the dataset has been used and external data
from posture detection tasks has been added.

1 Introduction

CASE in EACL 2024 is a shared task focusing on
Climate Activism (Thapa et al., 2024). This task
consists of three subtasks, the first two are focused
on Hate Speech detection, a task that is important
for peace and harmony in society (Parihar et al.,
2021). The last subtask consists of the posture
detection of tweets on this topic.

Stance detection seeks to determine the author’s
point of view - usually in favour, against or neutral
- on certain topics, using textual analysis (AlDayel
and Magdy, 2020; Kiiciik and Can, 2020). Due to
the large amount of information that is processed
daily on social networks, stance detection has be-
come an important task that facilitates the under-
standing of social and political changes (Darwish
etal., 2017).

Due to the large amount of information that
large Language Models (LLMs) receive during
their training and their good results in many bench-
marks, they are being used for tasks such as posture
detection in text (Cruickshank and Ng, 2023; Mets
et al., 2023). In which models such as ChatGPT,
GPT-NeoX (Black et al., 2022), Falcon 7B and 40B
(Almazrouei et al., 2023) and Llama 2 7B and 13B
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(Touvron et al., 2023) were used. All of them were
used as Sequence-to-Sequence models.

In this paper we will compare the performance
of different LLama 2 model structures for stance
detection tasks. It also seeks to study how the
performance is affected by the amount of data used
in training. For this purpose, a partition of the
dataset will be used and external data from stance
detection tasks will be added.

The rest of this paper is structured as follows:
Section 2 describes the datasets to be used along
with the task to be solved. Section 3 describes the
methodology followed including the models, the
data processing, the model inputs and the training
dataset. Section 4 presents the results, which will
be discussed in Section 5. Finally, conclusions and
future work are given in Section 6.

2 Dataset and task

The dataset on climate activism (Shiwakoti et al.,
2024) has been used, focusing on the subtask of
stance detection. This dataset has a collection of
tweets labeled according to their stance about cli-
mate activism. Henceforth, we will refer to it as
CASE.

Additionally, the dataset from (Mohammad et al.,
2016) has been employed, which is related to the
stance detection task too. This dataset was used
in the International Workshop on Semantic Evalu-
ation (SemEval-2016). It includes tweets labeled
with stances about various targets such as climate
change, atheism, feminism, etc.

3 Methodology

This document aims to make a comparison between
different Llama 2 model approaches, in addition to
studying how the performance is affected by the
amount of data
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3.1 Models

Four different approaches have been used, al-
ways based on the auto-regressive language model,
Llama 2 7B.

e Llama 2 7B Chat (7B Chat - seq2seq). This
model is specially trained to be used as a chat-
bot, for this reason the prompts that will be
the inputs to the model will follow the guide
proposed in (Touvron et al., 2023). These
prompts will be described in section 3.3. In
our case we are looking for a response with a
word that indicates the stance of the entered
text.

e Llama 2 7B Chat with a final classifi-
cation layer and using prompts formatted
(7B Chat - cIf prompt). In this model we
start from the Llama 2 7B Chat model and
eliminate the last linear layer to add another
linear layer that has as input the last hidden
state of the model and as output 3 neurons, one
for each stance label. With this model, text for-
matted following the prompt guide mentioned
above has been used as input.

e Llama 2 7B Chat with a final clas-
sification layer and using raw prompts
(7B Chat - clf no Prompt). It is a model
with the same architecture as the previous one,
however the text without formatting has been
used as input.

e Llama 2 7B with a final classification layer
(7B - clIf). In this model we start from the
Llama 2 7B model and carry out the same
process as the two previous models. The non-
chat model has not been trained to be used
as a chatbot so the text used as input will not
have any specific format.

3.2 Dataset preparation

Each approach use the text of the tweet in the input.
However, a pre-processing of the text has been
performed, consisting of the following steps:

¢ Remove all urls from tweets.
¢ Remove all users in the form @user.

* Separate hashtags into individual words. For
this we have used the wordninja library, which
uses a probabilistic division of concatenated
words using NLP based on the frequencies of
unigrams from the English Wikipedia.

Four experiments have been performed varying
the dataset used for training. Two of them are
using only the CASE dataset and the other two are
using the whole SemEval dataset together with the
CASE data. Regarding the CASE dataset. One
of the experiments uses a stratified partition for
each label of the training set with a size of 70% for
training and 30% for validation (hereafter referred
to as part or partition) and another experiment uses
the training set for training and the development
set for validation (hereafter referred to as full).

3.3 Model inputs

Since models that have not been trained to have
conversations are being used, a particular input
format has been used for each model. For the
7B Chat - cIf no Prompt and 7B Chat - clf mod-
els the input is the processed text as shown in 3.2.

For the models 7B Chat-seq2seq and
7B Chat - clf prompt the prompt guide proposed
by Meta has been used together with a description
of the task as shown below.

<s>[INST]«SYS»

Classify the stance of the following text. If the
stance is in favour of stance-target, write FAVOR,
if it is against of stance-target write AGAINST
and if it is ambiguous, write NONE. The answer
only has to be one of these three words: FAVOR,
AGAINST or NONE.«/SYS»

Processed Text [/INST]

Where stance-target is the target that the tweet
is talking about. In the case of the CASE dataset
this would be Climate Activism. In the case of
the SemEval dataset tweets have targets such as
climate change, atheism, feminism, etc.

3.4 Training phase

To train each of the proposed models, a Fine Tun-
ing has been performed using the LoRA technique:
Low-Rank Adaptation of Large Language Models
(Hu et al., 2021) together with a 4-bit Quantiza-
tion (Dettmers et al., 2023). As hyperparameters
for training we have selected a range r = 64, an
a = 16, and a dropout of 0.1.

With this configuration, it is possible to train
around 350M parameters, which is a 95.5% re-
duction of the total number of parameters of the
original models.



4 Results

This section presents the results, evaluated on the
test set, of all the experiments that have been car-
ried out.

Table 1 shows the F1 macro value of the 8 dif-
ferent runs. The results are split into part if the
70-30 partition was used or full if the whole dataset
was used for training, as explained in section 3.2.
Models marked with * indicate that they have been
trained with the CASE and SemEval dataset. In
addition, the results of the Baseline model used in
(Shiwakoti et al., 2024) are included. This Baseline
model, named ClimateBERT (Webersinke et al.,
2022), is an adaptation of a BERT model, a lan-
guage model trained on a corpus sourced from
climate-related news, abstracts, and reports.

Hereafter, model (1) is the 7B Chat - clf prompt
model trained with the partition of the data and
model (2) is the 7B Chat - clf non prompt model
trained with the total data.

Approach part full

Baseline 0.545

Best model leaderboard 0.7483

7B Chat - seq2seq 0.7043  0.7062
7B Chat - seq2seq * 0.6986 0.6845
7B Chat - clf prompt (1) 0.7246 0.6958
7B Chat - clf prompt * 0.7102  0.7009
7B Chat - clf no prompt (2) 0.7068 0.7366
7B Chat - clf no prompt *  0.7231 0.7300
7B - clf 0.7245 0.7189
7B - clf * 0.7190 0.7160

Table 1: Results for the test set (trained on the 70-30 %
CASE partition or the full CASE train set). Models
marked as * indicate that they have been trained with
the CASE and SemEval dataset.

Table 2 shows the percentage of misclassified
and well-classified instances for each number of
systems. For example, the first value of 7.9 % in
the second row indicates that 7.9 % of the instances
have been misclassified by two systems and the
other 6 systems have classified them correctly.

Some metrics for the best performing models
using the partition (1) and with the total data (2)
will be shown below.

Figure 1 shows the normalised confusion matrix
over the rows for model (1). Similarly, Figure 2
shows the normalised confusion matrix over the
rows for model (2).

part full

Wrong Right Wrong Right

w 1 133% 54% 165% 62%
E 2 79% 51% 99% 53%
2 3 63% 42% 69% 49%
« 4 53% 53% 66% 66%
5 5 42% 63% 49% 69%
-g 6 51% 79% 53% 99%
2 7 54% 133% 62% 165%
8 99% 426% 81% 359%

Table 2: Percentage of misclassified instances per num-
ber of systems (trained on the 70-30 % CASE partition
or the full CASE train set).

Confusion matrix for partition dataset

SUPPORT

OPPOSE

True label

NEUTRAL

SUPPORT OPPOSE NEUTRAL

Predicted label

Figure 1: Confusion matrix for (1) model.

Confusion matrix for full dataset

SUPPORT

OPPOSE

True label

NEUTRAL

T
OPPOSE
Predicted label

NEUTRAL

SUPFI'ORT
Figure 2: Confusion matrix for (2) model.

Furthermore, if we limit ourselves to studying
only the misclassified instances, Table 3 shows
the percentage of misclassified instances for each
class for model (1). For example, the value of



37.53 % in the first row means that 37.53 % of
the misclassified instances were Support and have
been classified as Neutral. In the same way, Table
4 shows the percentage of misclassified instances
for each class for model (2).

Predicted label
Support Oppose Neutral
2 Support - 1.12% 37.53%
T“; Oppose | 3.60 % - 3.37 %
E Neutral | 53.48 % 0.90 % -

Table 3: Percentage of instances misclassified by model
(1) per class, over the set of misclassified labels.

Predicted label
Support Oppose  Neutral
2 Support - 0%  48.66 %
= Oppose | 3.35% - 4.46 %
é Neutral | 43.53% 0% -

Table 4: Percentage of instances misclassified by model
(2) per class, over the set of misclassified labels.

5 Discussion

From the results shown in Table 1 it can be seen
that all models outperform the Baseline model by
quite some distance. This could be expected since
the Baseline model has far fewer parameters than
the Llama 2 7B model. Moreover, our best model
obtains the 7th position in the leaderboard, only
0.0117 behind the leading model for this task.

As for using the CASE partition or the total data
we see that although using all the data is how the
best result is obtained, only 3 of the 8 models im-
prove. In particular the Chat models improve with
a classification layer at the end and without using
the prompts system. However, the difference in
performance is quite small.

Regarding the addition of SemEval data, if we
look model by model, we see that the performance
is only improved in 2 of them. The difference be-
tween adding the data at most worsens 0.0217 and
at most improves 0.0163. This could be because
the SemEval dataset contains about 3k examples
of various topics compared to 7k in CASE. Of the
SemEval dataset, only 13.5% of the data was re-
lated to climate activism and 86.5% was related to
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another topic. This data distribution may add noise
to the training. This is why the models do not spe-
cialise in stance detection on Climate Activism as
much as using only Climate Activism data. How-
ever, when adding the data, there is a considerable
increase in training times.

As for the 4 different approaches to the Llama 2
model that have been used. As the seq2seq results
are the lowest, we can conclude that it is better
to remove the layer that allows to obtain a text
sequence and replace it by a classifier layer. In
addition, although the 7B Chat classifier models
were the best performers, model 7B shows results
with less variation when more data is added.

Looking at the results in Table 2 we can see that
in the partition 9.9 % of the instances are incorrect
for all models compared to 8.1 % if all data is used.
However, when using partitioning we see that 42.6
% of the instances are classified well by all models,
compared to 35.9 % if all data is used. All systems
as a whole classify better if partitioning is used
than if all data is used. This is consistent with
the previous discussion as only 3 of the 8 models
improve when using all data.

Comparing the confusion matrices in Figure 1
and Figure 2 we can see that for the Support and
Oppose instances the model trained with the par-
tition classifies better than the model trained with
all. However, the latter classifies better the Neutral
instances, thus obtaining the F1 difference between
both.

Regarding the percentages of misclassified in-
stances per class collected in Table 3 and Table
4 both models have little tendency to misclassify
end-to-end (real label Support and predicted label
Oppose or vice versa). Almost all misclassified
instances are due to the Neutral label.

6 Post-competition analysis

Since this is a generative model, we could use a
zero-shot approach. However, using this approach
Llama 2 7B Chat model obtained an F1 result of
0.5685. This result is somewhat higher than the
Baseline model proposed by the organisers, but
significantly lower than the Fine-Tuned models.
In addition, adding the SemEval collection to the
models caused a decrease in the performance of the
models. One of the reasons could be due to the use
of data not related to climate change. For this rea-
son, the best architecture (7B Chat - clf no prompt)
was re-trained by adding only the SemEval climate



change related data. This model obtained an F1 of
0.7346, only 0.002 below the model that not use
additional data. Looking more closely at these two
models we could see that there was only a differ-
ence of two misclassified instances. By carefully
studying the structure of the SemEval-2016 dataset
and the CASE dataset, we realise that there is a
temporal difference between the instances of both
datasets. The CASE dataset contains terms such
as Greta Thunberg or the Ukrainian-Russian war
that SemEval does not. In addition, there are hash-
tags such as #FridaysForFuture or #ClimateStrike
which are movements started in 2018. Therefore
both datasets contain different lexical fields.

7 Conclusions and Future Work

In this paper, we have reported our participation
in CASE in the framework of EACL 2024 in the
stance detection subtask. For this task we have
compared the performance of several variants of
Llama 2 models and studied the effect of adding
more data to the models.

Our results are significantly better than the pro-
posed Baseline model and we have found that for
this classification task it is better to dispense with
the seq2seq structure of Llama 2 and use a classi-
fier layer. We have also seen that adding more data
tends to make the models behave worse.

As lines of future work it would be interesting
to make an ensemble of all the models and anal-
yse the performance of the models by training with
different percentages of the CASE dataset. As the
smaller Llama 2 model has been used, it would
also be interesting to test these architectures with
the larger Llama 2 models, 13B and 70B. In addi-
tion, to be able to use several related collections.
If they are spaced in time, more robust semantic
dimensions could be studied or datasets close in
time could be used.

Limitations

The models described have been trained using only
English text. For this reason, if a different language
is used, good results may not be obtained. Addi-
tionally, the number of GPUs, the time required for
training and inference, and the energy needed are
resources that not everyone may have access to.
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