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Abstract

The extraction of structured data from web-
sites is critical for numerous Artificial Intel-
ligence applications, but modern web design
increasingly stores information visually in im-
ages rather than in text. This shift calls into
question the optimal technique, as language-
only models fail without textual cues while new
multimodal models like GPT-4 promise image
understanding abilities. We conduct the first
rigorous comparison between text-based and
vision-based models for extracting event meta-
data harvested from comic convention websites.
Surprisingly, our results between GPT-4 Vi-
sion and GPT-4 Text uncover a significant ac-
curacy advantage for vision-based methods in
an apples-to-apples setting, indicating that vi-
sion models may be outpacing language-alone
techniques in the task of information extrac-
tion from websites. We release our dataset and
provide a qualitative analysis to guide further
research in multimodal models for web infor-
mation extraction.

1 Introduction

The extraction of structured information from web-
sites represents a critical challenge in the field of
Artificial Intelligence (Al), especially in the con-
text of rapidly evolving web technologies. As the
virtual world becomes increasingly central to di-
verse aspects of society, the ability to efficiently
and accurately mine web data is of high importance.
This task, commonly known as web scraping, en-
tails navigating the complexities of varied website
architectures to extract useful information. The
ubiquity of dynamic, visually-rich, and interactive
content in modern web design further complicates
this landscape, presenting a formidable challenge
for automated data extraction technologies.
Historically, web scraping has been dominated
by rule-based systems (Gulhane et al., 2011)
(Lockard et al., 2018), meticulously designed to
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accommodate the specific structures of individ-
ual websites. The inherent diversity in web de-
sign necessitates a tailored approach for each site,
significantly limiting the scalability of these sys-
tems. Moreover, the dynamic nature of web con-
tent, where a single page may present different
types of data based on user interaction or other fac-
tors such as location or time, adds another layer of
complexity. Because of the bespoke nature, rule-
based systems often struggle to adapt to dynamic
elements, often requiring manual intervention for
maintenance and updates.

In the realm of machine learning (ML), the appli-
cation to web scraping presents unique challenges.
The vast differences between websites render the
tuning of existing ML systems a daunting task. In
most cases, ML-based scraping methods must op-
erate in a zero-shot or few-shot setting, where the
model has little to no prior exposure to the specific
website from which data is to be extracted. This
scenario places a heavy reliance on the innate ca-
pabilities of the model to generalize across highly
varied environments, a task that has traditionally
proven to be challenging for ML systems. As a
result, these methods have often been less effective
than their rule-based counterparts.

The advent of advanced multimodal Al mod-
els has signaled a potential paradigm shift in web
scraping methodologies. Pioneering models such
as GPT-4 (OpenAl, 2023) and LLaVA (Liu et al.,
2023) have demonstrated remarkable capabilities
in dealing with complex, multimodal data. These
models are equipped to understand and interpret in-
formation that spans across text, images, and other
web elements, offering a more holistic approach
to data extraction. Their prowess in zero-shot per-
formance, where the model can generate useful
responses without prior specific training on a task,
suggests a significant potential for application in
web scraping.

Despite these advancements, the field lacks a
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comprehensive and rigorous analysis of such multi-
model Al models in the context of extracting prac-
tical web data. This gap in research motivates our
current study, where we aim to critically evaluate
and compare the effectiveness of these cutting-edge
techniques in web scraping. Our contributions are
as follows:

¢ A dataset, FanConlInfo, of comic convention
websites complete with cleaned HTML, a ren-
dered screenshot, and human-annotated la-
bels.

* A rigorous analysis of GPT-4 Vision, GPT-4
Text, and GPT3.5 in extracting information
from FanConlnfo. We find that leveraging
information from a screen capture of a website
boosts the accuracy of information extraction
by over 20%.

* An error analysis of the methods guiding fu-
ture work. We find that the vision model pre-
dictions align most with human preferences.

2 Related Works

Information extraction from websites has tradition-
ally relied on processing raw HTML code and other
text-based structures. Hao et al. (2011) presents
a dataset of HTML code with well-defined tasks.
For example, on a webpage that describes a book,
the dataset asks a system to retrieve the title, au-
thor, ISBN-13, publisher, and publish-date using
the HTML. Both Hao et al. (2011) and DOM-
LM (Deng et al., 2022; Zhou et al., 2021) aim to
simplify the DOM tree and feed simplified text em-
beddings to dense models, achieving state-of-the-
art results on benchmarks. More recently, Large
Language Models (LLMs) have been used to either
directly extract information from website HTML,
or to generate a Python program to extract the in-
formation from the HTML (Arora et al., 2023).
They found this method, (Arora et al., 2023), out-
paces methods directly using RoOBERTa (Liu et al.,
2019) to answer questions, a zero-shot relation ex-
traction method (Lockard et al., 2020) and DOM-
LM (Deng et al., 2022). However, these language-
only approaches are intrinsically limited when data
is stored visually.

Research on pairing vision and language capa-
bilities together in a single model has made rapid
progress in interpreting images with text, with mod-
els like GPT-4 demonstrating excellent text extrac-
tion capabilities from structured documents (Ope-

nAl, 2023), even establishing a new state-of-the-art
on the Text Visual Question Answering (TextVQA)
dataset (Singh et al., 2019), a dataset designed to
challenge model’s ability to reason with images.
Research is rapid and prolific in multimodal mod-
eling, including the recent work of the multilingual
PaLI (Chen et al., 2023) and the modular system of
mPLUG-2 (Xu et al., 2023) for multimodal Ques-
tion Answering (QA).

The dataset by Varlamov et al. (2022) features
hand-labeled news articles in raw HTML format,
focusing on identifying critical article components
like titles and publication dates. Similarly, the
Klarna Product Page Dataset (Hotti et al., 2022)
contains 51,701 annotated product sale pages for
locating key web elements such as buy buttons and
prices. Additionally, the Boilerplate Detection us-
ing Shallow Text Features dataset (Kohlschiitter
et al., 2010) includes HTML files labeled to dis-
tinguish main content from extraneous elements
like advertisements, thus aiding in refining web
scraping accuracy. None of the aforementioned
datasets provide the ability to compare purely text
based and multimodal models on event information
extraction.

3 Methodology

3.1 FanConlnfo

To enable a fair comparison between visual and
textual extraction techniques, we curate a novel
dataset, FanConlInfo, of comic convention websites
which constitute a diverse corpus spanning a range
of designs, conventions, and web architectures.

We first extract an initial list of upcoming comic
conventions across North America from the aggre-
gator site FanCons.com, encompassing fan gath-
erings to major comic expos. For each conven-
tion link, we collect a 3456 x 1878 screen capture
and the corresponding HTML content with Sele-
nium (SeleniumHQ, 2023). We remove all CSS
styling and <script>s from the HTML. Following
this, we manually annotate each event with the fol-
lowing attributes: name, start date, end date, and
location.

We manually confirmed that when GPT-4 Turbo
using the HTML of a webpage and GPT-4 Vision
using the screenshot of a webpage agree on the con-
vention name, the name is always correct for the
entirety of the dataset. Thus, when the two models
agree perfectly, we consider the response as the
gold answer. When the models disagree, which oc-



curs 41% of the time across all rows and columns, a
human determines the gold response. We only eval-
uate performance of methods on items that have
a label. It is conceivable that some webpages do
not list their date nor location, demonstrated in
Figure 1, in the above-the-fold portion. In total,
our curated dataset contains 86 comic convention
websites and is available here.

3.2 Models

For our vision-based model, we leverage the re-
cently released GPT-4 Vision model from OpenAl,
gpt-4-vision-preview - referred to as GPT-4V.
We prompt the model as follows:

<screen capture placed here>

Get the following information from the given im-
age as a JSON object of strings. Only write the
JSON in your response. If any bit is unknown
then write N/A instead:

Conference Name: <Name of Conference>,
Start Date: <YYYY-MM-DD>,
End Date: <YYYY-MM-DD>,

Location: <Address or other location>

For our code-based method, we employ the GPT-
4 (gpt-4-1106-preview - referred to as GPT-4T)
and GPT-3.5 (gpt-3.5-turbo-1106) models from
OpenAl. Rarely when GPT-3.5’s sequence length
is insufficient to accommodate the entire HTML
content, the HTML was truncated. These models
were prompted as follows:

<HTML placed here>

Get the following information from the above
HTML as a JSON object of strings. Only write
the JSON in your response. If any bit is unknown
then write N/A instead:

Conference Name: <Name of Conference>,
Start Date: <YYYY-MM-DD>,
End Date: <YYYY-MM-DD>,

Location: <Address or other location>

3.3 Evaluation

We assess extraction accuracy for 4 key metadata
fields: name, start date, end date, and location. We
combine the start date and end date into one cat-
egory. Since the models never deviated from the
requested format despite variations on the event
pages, a prediction for date is only considered ac-
curate if both are an exact match. To address minor
errors, we evaluate predictions for event names and
locations using case-insensitive Exact Match (EM)
accuracy. Fuzzy matching employs the Fuzzy-
Wuzzy Python package (Inc, 2014), measuring:

* Event names: Partial ratio to capture semantic
changes with word order (e.g., "ComicCon"
vs. "Comic Convention").

e Locations: Partial token sort ratio to allow
coherent reordering (e.g., "X Hall, Y Ave.,
City" vs. "Y Ave., City, X Hall").

This approach balances exact and fuzzy matching
for a comprehensive assessment.

GPT Name Date Location  Avg
3.5  0.58(0.05) 0.73(0.06) 0.46(0.06) 0.59
4T  0.62(0.05) 0.74(0.05) 0.56(0.06) 0.64
4V 0.82(0.04) 0.88(0.04) 0.86(0.04) 0.85

Table 1: Exact Match accuracy for on the FanConlnfo
Dataset. The Avg column represents the average accu-
racy for each model.

Fuzzy Name Fuzzy Location

GPT Score Accuracy Score Accuracy
3.5 0.88(0.03) 0.78 (0.05) 0.77 (0.04) 0.62 (0.06)
4T 0.91(0.02) 0.82(0.04) 0.83(0.04) 0.75 (0.06)
4V 0.95(0.02) 0.92(0.03) 0.95(0.02) 0.94 (0.03)

Table 2: Partial ratio (name) and partial token sort ratio
scores (location) on the FanConlnfo Dataset. The score
is the average ratio and the accuracy is calculated based
on a score threshold of 0.85.

4 Results & Discussion

GPT Name Date Location Avg
3.5 0.58(0.05) 0.91(0.05) 0.53(0.07) 0.67
4T 0.63(0.05)  1.00 (0.00) 0.64(0.07) 0.76
4V 0.83(0.04) 1.00(0.00) 0.87 (0.05) 0.90

Table 3: Exact Match accuracy for on the FanConlnfo
Dataset, after removing instances where any of the mod-
els predicted that the information is not available. The
Avg column represents the average accuracy for each
model.

Table 1 shows the visual methodology achieves
an average exact match score of 85% while the top
text-based methodology achieves an average exact
match score of 64%. When relaxing exact match
criteria using fuzzy matching, we see the visual
methodology achieves an average fuzzy score of
95% when retrieving the convention name while
the top code-based method achieves an average
fuzzy score of 91% for the same task, as shown in
Table 2. When tasked to retrieve the convention



Fuzzy Name Fuzzy Location

GPT Score Accuracy Score Accuracy
3.5 0.89(0.02) 0.79(0.05) 0.86(0.03) 0.71(0.06)
4T  0.92(0.02) 0.83(0.04) 0.94(0.02) 0.86(0.05)

4V 0.96 (0.02) 0.92 (0.03) 0.98 (0.01) 0.96 (0.03)

Table 4: Partial ratio (name) and partial token sort ra-
tio scores (location) on the FanConlInfo Dataset, after
removing instances where any of the models predicted
that the information is not available. The score is the
average ratio and the accuracy is calculated based on a
score threshold of 0.85.

location, the visual methodology achieves an aver-
age fuzzy score of 95% while the top code-based
method achieves an average fuzzy score of 83%.

Interestingly, GPT-4 Vision was the highest-
performing method across all categories and met-
rics. Because GPT-4 Vision and Text are the same
model, we conclude there exists an advantage when
rendering web information as a screen capture
in human-readable format versus the traditional
HTML machine code.

We also see that it may not always be necessary
to use the biggest and most expensive model. GPT-
3.5 reaches nearly the same performance as GPT-4
Text, especially when the name is the attribute of
interest. This reinforces the advantage of represent-
ing web information in human-readable format, as
increasing the model capability from GPT-3.5 to
GPT-4 had little effect when presenting the model
with the HTML representation.

We conducted a comparison between the results
of vision-based and code-based methods when both
indicate the presence of an answer within the pro-
vided mode. The findings are summarized in Tables
3 and 4. Remarkably, even when models express
the existence of an answer, the vision-based method
consistently delivers more human responses.

4.1 Error Analysis

GPT-4 Vision’s errors predominantly come from
reading an alternate name prominently displayed,
demonstrated in Figure 1. Occasionally interpret-
ing slogans or other emphasized information rather
than main headers with event details. However, we
do see that the model adapts well to unconventional
designs and heavy visual styling, demonstrated in
Figure 2. When given only the HTML, the errors
tend to primarily originate from missing content,
and in some cases, critical information may be ex-
clusively conveyed through images, resulting in
issues for models relying solely on the HTML.

Clandesfine Comics

Join Our Mailing List

Figure 1: Clandestine Comics. GPT-4 Vision read the
wrong part as the event name; it predicted "Maryland’s
Longest-Running Comic Show."

Figure 2: Epic Animation Comic Game Fest. Despite
the difficult to read font, GPT-4 Vision was capable of
capturing the name. Meanwhile, the date only appears
within an image.

Interestingly, we find that when both GPT-4 Text
and GPT-4 Vision find a date for an event, Ta-
ble 3, both methods are correct 100% of the time.
The consistent format of dates enables models to
achieve high precision in EM.

5 Conclusion and Future Work

In this work, we carry out the first rigorous compar-
ison on practical website data showing strengths of
emerging visual approaches versus enduring pre-
cision of code for harvesting event details. Our
evaluations reveal superior performance in visual-
based methods with unparalleled adaptability on
designs with heavy imagery. As visual richness
accelerates across the web, combining modalities
will likely further outpace language-only methods
and overcome the shortcomings from unimodal
methodologies by blending state-of-the-art coding
reasoning with cross-format graphical resilience.
Furthermore, we release our dataset to facilitate
additional development in event information ex-
traction.

More broadly, our findings posit the understand-
ing of complex webpage images as an important
frontier with tangible value for structured data min-



ing from online resources. GPT-4 Vision proves
supreme through an average exact match of 85%
and fuzzy matching rates of 95% and 95% for name
and location data, respectively. We provide strong
evidence that rather than competing, effectively
integrating textual and visual cues can pave the
way for next-generation techniques to achieve new
levels of reliability in real-world information ex-
traction across the full diversity of modern web
experiences - establishing multimodal web com-
prehension as a critical area for cross-disciplinary
Al development moving forward. Our future work
includes expanding this analysis to a wide range
of other datasets, including SWDE and the Klarna
Product Pages.
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