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Abstract

Since the announcement of the GDPR, the pseu-
donymization of legal documents has become
a high-priority task in many legal organiza-
tions. This means that for making public a
document, it is necessary to redact the identity
of certain entities, such as witnesses. In this
work, we present the first results obtained by
PSILENCE, a pseudonymization tool created
for redacting semi-automatically international
arbitration documents in English. PSILENCE
has been built using a Named Entity Recogni-
tion (NER) system, along with a Coreference
Resolution system. These systems allow us
to find the people that we need to redact in
a clustered way, but also to propose the same
pseudonym throughout one document. This last
aspect makes it easier to read and comprehend
a redacted legal document. Different experi-
ments were done on four different datasets, one
of which was legal, and the results are promis-
ing, reaching a Macro F-score of up to 0.72 on
the legal dataset.

1 Introduction

Although the redaction of sensitive information in
different types of documents is a common practice
in multiple domains, since the announcement of
the GDPR and especially after its implementation,
the need to find automatic or semi-automatic ways
to redact documents has become a priority in many
organizations. Historically, the redaction of doc-
uments has been done mostly by hand, following
guidelines and, in some cases, pattern-matching
tools. However, due to its nature, the redaction
process is not only slow, but it is also expensive as
in many cases an expert needs to be consulted.

In certain domains, like biomedicine, the auto-
matic redaction of documents is well-known thanks
to shared tasks, e.g. Stubbs and Uzuner (2015).
However, in the legal domain, as in many others,
the automatic redaction of documents is still a chal-
lenge. For instance, legal documents tend to be
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long and they have multiple types of entities, e.g.
parties, witnesses, experts, judges, lawyers, and
citations. Furthermore, some of these entities can
be either individuals or organizations. Finally, as
we get farther from the beginning of the document,
entities become less clear to identify correctly.

Currently, in the legal domain, we can find two
different redaction processes: anonymization and
pseudonymization, and while both terms are simi-
lar, they differ in key aspects. Mourby et al. (2018)
summarizes GDPR definition of pseudonymiza-
tion as the task that “prevents direct identifica-
tion through attribution, but not through any other
mean”. Certain organizations add to the definition
of pseudonymization the use of a unique identifier
for each individual across multiple data sources,
that hides their actual identity (Graham, 2012; El-
liot et al., 2020). Furthermore, it is a process, that
if necessary, can be reversed (Elliot et al., 2020)
as only the individuals are substituted, regardless
of the occurrence of other elements which could
reveal, for example, the gender or age of a person
(Allard et al., 2021). In contrast, the goal of anon-
ymization is to remove the complete link between
individuals and data (Graham, 2012). Moreover, it
is a process that should make the re-identification
of people hard to achieve, sometimes by doing addi-
tional alterations to the source (Elliot et al., 2020).

We present in this work the first results of PSI-
LENCE (PSeudonymization of International Law
casEs using NER and Coreference rEsolution), a
tool created to pseudonymize international arbitra-
tion documents in English. These first results come
from multiple experiments done over four different
datasets, one of which has been created by a group
of legal experts for this specific task.

The rest of the paper is organized as follows.
We present the scope and objectives of this work
in Section 2. In Section 3, we present the most
relevant works found in the literature related to the
automatic redaction of documents, i.e. methods
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and data, as well as some additional relevant tasks.
Then, we present the methodology of our system in
Section 4. The data collection explored in this work
is described in Section 5 while the evaluation setup
is detailed in Section 6. The experimental results
and their discussion are presented in Section 7 and
Section 8 respectively. Finally, we conclude and
propose our future work in Section 9.

2 Scope and Objectives

PSILENCE has been developed to semi-automatize
the pseudonymization process of English docu-
ments within Jus Mundi'. Currently, it focuses only
on entities of type people, however, we are aware
of the existence of other types of information that
need to be hidden, such as emails and addresses.
Furthermore, from all the entities of type people,
only those of type witnesses are redacted. This
means that we do not redact lawyers, judges, or
parties.’

Therefore, PSILENCE has two main goals. First,
to propose to a legal expert a list of people that
should be redacted in the document to keep the
sensitive information hidden. Secondly, to cluster
the names of people to provide a unique identifier
to each redacted person within a document. This
means that different name variations of the same
person are grouped together. For instance, “Mari-
ano Puerta” and “Mr. Puerta” will compose one
cluster, while “Laura Puerta” would be put into
a different one. In this way, we can simplify the
redaction process and improve the readability and
comprehension of a redacted document.

3 Related Work

In the health and biomedical domains, we can find
multiple tools developed for the anonymization,
pseudonymization, and deidentification of informa-
tion, as presented by Chevrier et al. (2019) and
Leevy et al. (2020). However, in the legal domain,
there is a reduced number of works. For instance,
we can name ANOPPI (Oksanen et al., 2019; Arttu
Oksanen et al., 2022), a pseudonymization tool for
Finnish Court documents that makes use of mul-
tiple NER systems, based on rules and machine
learning. It uses regular expressions and dictio-
naries to find elements such as registration plates

"https://jusmundi.com/

This was defined by Jus Mundi’s legal team according to
their needs. However, PSILENCE is capable of redacting all
types of person entities if necessary.
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or specific names. As Finnish inflects pronouns
and nouns, they perform morphological analysis to
correctly inflect pseudonyms. Individuals are not
grouped, this means that each occurrence of them
is assigned a different identifier. In Schamberger
(2021), the authors present an anonymization tool
for German court rulings. Specifically, the authors
create a NER system by using BERT embeddings
(Devlin et al., 2019) through a BiLSTM and CRF
architecture. Pildn et al. (2022) compare different
tools for anonymyzing legal documents: Presidio?,
a generic NER system based on RoBERTa (Liu
et al., 2019) and a specialized NER based on Long-
former (Beltagy et al., 2020).

Outside the legal domain, we can highlight the
work of Biesner et al. (2022). In this paper, the au-
thors present a full anonymization system for Ger-
man financial documents. The system considers the
anonymization task as a sequence tagging problem,
thus, they make use of NER for detecting entities.
They explored elements such as word embeddings,
contextual embeddings, and different neural net-
work architectures for creating the NER system.
Similarly, Papadopoulou et al. (2022) use knowl-
edge graphs and k-anonymity (Sweeney, 2002) to
generate a weakly supervised dataset. Then, the
generated dataset is used to fine-tune ROBERTa
(Liu et al., 2019) and create an anonymization tool
following a NER architecture.

Regarding pseudonymization and anonymiza-
tion data there are not many publicly available
datasets. The documents that need this kind of
tool have to be pseudonymized or anonymized be-
fore becoming public, due to privacy reasons, and,
annotating documents is an expensive and time-
consuming task. Thus many of the legal datasets
used in the literature are private, such as the works
of Barriere and Fouret (2019) and Garat and Won-
sever (2022). One exception is the TAB Corpus
(Pilan et al., 2022), which is a collection of publicly
available documents from the European Court of
Human Rights that have been annotated for evalu-
ating anonymization tasks.

Outside the legal domain, there are clinical
datasets such as the 2014 i2b2/UTHealth corpus
(Stubbs and Uzuner, 2015) and the 2016 CEGS
N-GRID Shared Task (Stubbs et al., 2017). Pa-
padopoulou et al. (2022) created an anonymization
dataset using a collection of Wikipedia biographies.

As the pseudonymization and anonymization

3https://github.com/microsoft/presidio
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tasks can be seen as a NER one (Pilan et al., 2022;
Garat and Wonsever, 2022; Papadopoulou et al.,
2022) it is not uncommon for researchers to use
general NER datasets, such as CoNLL 2003 (Tjong
Kim Sang and De Meulder, 2003), and then apply
the (pre-) trained models through a zero-shot ap-
proach into the legal domain. This is the case of
the works presented by Schamberger (2021) and
Pilan et al. (2022). However, as Pilan et al. (2022)
conclude, the zero-shot results are not the best as,
in some cases, the entities to mask are different
than those available in the original tagset.

Although the clustering of individuals for the
pseudonymization and anonymization tasks has
been considered relevant in some works (Pilan
et al.,, 2022; Garat and Wonsever, 2022), the
amount of available resources regarding this as-
pect is scarce. For instance, in TAB (Pilan et al.,
2022) only 1.7k of 24k entities of type person be-
long to a cluster, the rest are singletons*. In the
case of CoNLL 2012 coreference corpus (Pradhan
etal., 2012) there are no singletons. The best excep-
tion is LitBank (Bamman et al., 2020), a collection
of 100 fiction documents in English that are an-
notated with coreference resolution, and presents
singletons and clusters.

Finally, we can find some additional tools in the
literature related to the pseudonymization task. In
Gupta et al. (2018), the authors present a tool for
identifying parties of legal cases using NER and
coreference resolution. Moreover, in Kalamkar
et al. (2022), the authors present a NER system for
annotating Indian legal documents on which they
reconcile types of named entities using rules and
coreference resolution. BookNLP> a Spacy-based
tool created for processing long documents, espe-
cially fiction books. Among BookNLP’s tools, we
can name a character clustering and a coreference
resolution module. Finally, PeTra (Toshniwal et al.,
2020) is a model based on BERT (Devlin et al.,
2019) which uses memory modules to keep track
of people within short documents.

4 Methodology

In Figure 1, we present PSILENCE’s architecture,
which is composed of four modules. In the first
module, we make use of a Python-based HTML
parser and Spacy (Honnibal et al., 2020) to pre-

“A singleton is a type of cluster composed of only one
person occurring only once in a document.
>https://github.com/booknlp/booknlp

27

PSILENCE

Pre-processing NER

— AL Spacy 3.0
HTML Parser PR/
Citations-

Entity
QeJSON Reconciliation
< }

Figure 1: Global architecture of PSILENCE.
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process the documents. During the pre-processing
of documents, we convert HTML documents into
plain text divided into paragraphs and we extract ci-
tations that were defined as HTML spans. The sec-
ond module is a hybrid NER system, i.e. based on a
machine learning model and rules; its goal is to de-
tect different types of named entities within a docu-
ment. The third module is a simplified coreference
resolution model that only clusters names of enti-
ties and does not consider any kind of pronouns.®
The fourth module is a reconciliation system, simi-
lar to the one used in Kalamkar et al. (2022), which
tries to determine the exact type of entity in a doc-
ument, even if the context in which it occurs, is not
clear.

At the end of the pipeline, we create a pseudo-
nymization dictionary, which is a JSON file, see
Figure 2, indicating the different clusters found for
each type of person entity. Each cluster contains all
the variations found for the same person with their
occurrences based on character positions. Based
on the example presented in Figure 2, the occur-
rences of the names “Bill Scott”, “William Scott”
and “Scort”, would be replaced with “WITNESS_1”
while the name “McConnell” would be replaced
with “WITNESS_2” in the pseudonymized docu-
ment. Although in this work we focus on clusters
of type Witness, we provide other types of clusters
in the JSON output in case we make a mistake in
the grouping or classification of entities.

The second, third, and fourth modules will be
described in detail in the following subsections.

4.1 Named Entity Recognition (NER)

For extracting named entities, PSILENCE uses a
hybrid NER system. It was done by coupling a

®The reasons for not considering pronouns is that it makes
the coreference resolution task harder to do and, as Pildn et al.
(2022) indicate, pronouns do not tend to leak highly sensitive
information even in anonymization tasks.
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"clusters": {

"WITNESS": [

{
"Bill_Scott": [[2003,2013]],
"William_Scott": [[2317,2330]],
"Scott": [[2443,2448], [3305,3310]]
}.

9 {

0 NN B W —

"McConnell": [[3300,3309]]
1l

12 1.
"LAWYER" : [
14
"Bermudez": [[1712,17201]
16}

17 1

18| }

19(}

Figure 2: Example of a PSILENCE’s JSON output file.
The file presents the different person entity types and
the clusters found in the document. We indicate as well
the character position in which the replacement needs
to be done.

machine learning model, through a zero-shot ap-
proach, and a collection of rules.

The machine learning model is a transformer-
based NER system trained on CoNLL 2003
(Tjong Kim Sang and De Meulder, 2003) using
BERT] arge (Devlin et al., 2019).” This model
was used due to the lack training data® and it can
predict four types of named entities, person, orga-
nization, miscellaneous, and location.

Regarding the collection of rules, we use regu-
lar expressions and string matching® to determine
whether an entity found by the machine learning
approach should be specialized. For instance, we
do string matching between named entities of type
person and metadata from the case database to find
the names of judges, lawyers, and parties. In the
case of authors, we use, for example, regular ex-
pressions to extract them from citations found in
the pre-processing module.

In total, we can detect 12 types of entities: Party,
Judge, Lawyer, Arbitrator, Tribunal member, Ex-
pert, Author, Law firm, Person, Organization, Mis-
cellaneous, and Location. These are obtained using
the following approaches. Machine learning - Per-
son, Organization, Miscellaneous, and Location.

"This model was not trained by us, instead it was down-
loaded from https://huggingface.co/dbmdz/bert-large-cased-
finetuned-conll03-english

8This research was done before the publication of
Kalamkar et al. (2022), which proposes an English Indian
Legal NER dataset. Moreover, it should be noted that we
focus on international arbitration cases and not national legal
cases as it happens in Kalamkar et al. (2022).

°This is done using RapidFuzz:
https://github.com/maxbachmann/RapidFuzz.
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Metadata string matching - Party, Judge, Lawyer,
Arbitrator, Tribunal member, Expert, and Law firm.
Regular expressions - Judge, Lawyers, Authors. As
it can be seen, the category Witness is not present
in the aforementioned list, this is because all the
entities of type Person that could not become spe-
cialized, e.g. Judge and Author, are considered as
witnesses at the end of PSILENCE’s pipeline.

Although the approach described before can be
counter-intuitive, i.e. to find specialized named
entities rather than directly finding witnesses, it
should be indicated that finding only witnesses is
harder. In the first place, and especially as we
get farther from the beginning of the document, the
context in which the name of a person occurs might
not be descriptive enough to determine whether it
is a witness or not. At the beginning of a document,
specialized people tend to be formally introduced
either using titles or specific contexts. For instance,
a lawyer can be introduced in a document as “Doe
QC”, a judge as “Honorable Doe”, or an arbi-
trator as “Arbitrator: Ms. Jane Doe”. However,
in the case of witnesses, these do not tend to be
introduced directly as witnesses, such as in “Mr.
Doe was a personal trainer in the defendant’s com-
pany and noticed that...”. In the second place,
this approach makes PSILENCE’s output easier
to correct by humans, for example, if a person is
wrongly marked as an Expert, all their occurrences
in a document can be easily converted into Witness,
without having to find these by hand. Finally, it
makes PSILENCE easier to use in different legal
contexts, such as those where judges or lawyers
need to be redacted as well.

4.2 Coreference resolution

For clustering named entities, we use a coreference
resolution system based on the work of Clark and
Manning (2016a,b). This means that it is composed
of a mention-pair encoder, a cluster-pair encoder,
a mention ranking model, and a cluster ranking
model; moreover, the neural network has three fully
connected hidden ReL.U layers.

The input features of the neural network are pre-
sented as follows:

* Dense Embeddings: We use FastText with
subword information (Bojanowski et al.,
2017) to vectorize entities and entities con-
texts. Specifically, we use those trained on
Common Crawl'? and we reduced the size of

10¢crawl-300d-2M-subword. zip


https://huggingface.co/dbmdz/bert-large-cased-finetuned-conll03-english
https://huggingface.co/dbmdz/bert-large-cased-finetuned-conll03-english
https://github.com/maxbachmann/RapidFuzz
https://dl.fbaipublicfiles.com/fasttext/vectors-english/crawl-300d-2M-subword.zip

the embedding from a dimension of 300 to
100 using FastText API'!,

Length of named entity: Using binary en-
coding, we set the number of characters in
a named entity.

Named entity location: It is the relative posi-
tion of the named entity within a document.
Matching root: Using Spacy’s dependency
parser, we compare whether the root of a
named entity matches the root of other ones.
* Words intersection: Proportional number of
words shared between couples of named enti-
ties.

Exact match: We compare whether two
named entities have an exact match.

Relaxed match: We make use of RapidFuzz
to determine the degree of string matching
between a couple of named entities. In other
words, we utilize fuzzy string matching met-
rics as digitized legal documents can contain
misspelling mistakes, originated either by the
OCR or by the data entry clerk.

Cosine similarity: Using FastText embed-
dings, we calculate the cosine similarity be-
tween named entities.

Named entity distance: We calculate the rel-
ative distance, in terms of words, between a
couple of named entities.

Dense representation of context: We calcu-
late, using FastText embeddings, the dense
representation of the named entities’ contexts.

All the string comparisons are done using UTF-8
and ASCII encodings to prevent mistakes by the
use of diacritics.

In Table 1, we present the hyperparameters used
for training the coreference resolution model.

It should be indicated that during prediction
time, we pre-cluster the named entities using Rapid-
Fuzz and a similarity score of 0.6. This allows
us to decrease the processing time on long docu-
ments. This approach is similar to the one used by
BookNLP'? for the coreference resolution (Bam-
man et al., 2020).

4.3 Entities reconciliation

One common problem in NER tasks, especially in
long documents, is the fact that certain entity names
can be predicted with different types in multiple
paragraphs or sentences (Kalamkar et al., 2022).
The main reason is that the context in which an

"https://fasttext.cc
Zhttps://github.com/booknlp/booknlp
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Table 1: Hyperparameters used for training the corefer-
ence resolution model.

Hyperparameter Value

Maximum Epochs 200

Early Stop Patience 30

Learning Rate 0.001

Scheduler Linear with warm-up
Warm-up Ratio 0.1

Optimizer AdamW with bias correction
AdamW e 1x 1078

Random Seed 1111

Dropout rate 0.5

Weight decay 0.01

Embeddings size 100

hl size 1000

h2 size 500

h3 size 500

Cost False New 0.8

Cost False Anaphoric 0.4

Cost Wrong Link 1.0

entity occurs might change. For instance, at the
beginning of a document, it might be stated that
Mr. X is a lawyer but, later on in the document
it is just presented as Mr. X. In these cases, it
might be impossible to determine the correct entity
type, not only for humans (without reading the full
document), but for machine learning models too.
Therefore, it is necessary to reconcile entity types
to have the best performance possible.

In this work, we use the output generated by
the coreference resolution system along with some
rules to reconcile entities. Specifically, for a given
cluster of people, we start by counting the different
types of entities. If only one type of entity exists,
we consider the type of entity to be correct. How-
ever, if it is the opposite, i.e. more than one type,
we use the following rules:

* If one of the entities is marked as a party, then
all the entities become of type party and will
be ignored for the pseudonymization process.

* If more than 30% of the entities are not of
type person, i.e. Location, Miscellaneous,
Law Firm, or Organization, the cluster will
be ignored for the pseudonymization process.

* If the most frequent type of entity is a Judge,
Author, Expert, Arbitrator, Tribunal Member,
or Lawyer, then the cluster is ignored for the
pseudonymization process.

The clusters considered to pseudonymize, i.e. Wit-
ness, are those of type Person that after the reconcil-
iation process could not be specialized. These rules
were developed and fine-tuned experimentally by


https://fasttext.cc
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Table 2: Statistics of the legal corpus.

Per document Median Minimum Maximum

Tokens 10 809 496 112 509
Witness entities 14 1 305
Clusters 4 1 38

assessing the performance of PSILENCE on the
development part of a legal corpus (see Section 5).

5 Data

For training PSILENCE coreference resolution sys-
tem, we use three different corpora. LitBank (Bam-
man et al., 2020) is the main training corpus be-
cause it contains singletons, documents are long
and it is one of the biggest coreference resolution
corpora. However, due to its literary nature, we de-
cided as well to use two entity-linking-related cor-
pora, In Media Res (Brasoveanu et al., 2020) and
AIDA-CoNLL-Yago dataset (Hoffart et al., 2011);
both of these corpora focus on news articles. Even
though these two corpora are not annotated with
coreference resolution groups, as we focus only
on the clustering of people, we make use of their
entity-linking annotations to determine clusters. In
other words, named entities of type person can be
grouped thanks to common knowledge-base links.
For example, in AIDA-CoNLL-Yago, in a docu-
ment talking about the signer “Johnny Allen Hen-
drix”, all his name variations, e.g. “Hendrix” and
“Jimi Hendrix”, are linked to the same knowledge
base Yago ID. To improve the quality of these two
last corpora, we manually validated some of the
clusters, and in the case of AIDA-CoNLL-Yago,
we also included some heuristics to match some
people that were not linked correctly.!> For the
three corpora, we use a training, development, and
testing partition; therefore, we can fine-tune the
models and evaluate their performance.

Besides, we have a collection of 140 interna-
tional arbitration documents written in English cov-
ering different types of cases: sports (121), com-
mercial (8), inter-state (5), Iran-US claims (2),
and investor-state (4); see Table 2 for statistics.
These 140 documents were manually annotated by
a group of expert lawyers at Jus Mundi. Specif-
ically, these experts created for each document a
list of witness clusters; in other words, they found
all the witnesses in a document and grouped their

*In AIDA-CoNLL-Yago, we used the original documents.

However, for In Media Res, we create pseudo-documents by
grouping sentences based on the co-occurrence of people.
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different occurrences into clusters.!# It should be
indicated that these documents are in HTML for-
mat and were previously enriched with citations
using an in-house tool. Each document is associ-
ated with metadata which was manually verified by
Jus Mundi’s legal team. From the 140 documents,
33 were used for fine-tuning PSILENCE’s pipeline,
i.e. NER, and coreference resolution, and 107 were
used for testing it.

6 Evaluation

In this paper, we use the evaluation framework pro-
posed in CoNLL 2012 Coreference Shared Task
(Pradhan et al., 2012). It asses in the first place
whether all the named entities have been found
within a document. And, in the second place, it
evaluates how well these entities have been grouped
into clusters. This evaluation framework is com-
posed of three metrics, B? (Bagga and Baldwin,
1998), CEAF (Luo, 2005) and MUC (Vilain et al.,
1995). However, instead of using MUC as defined
by Vilain et al. (1995), we make use of a modified
version that takes singletons into account. Specifi-
cally, for singletons, we define the minimum num-
ber of correct links as |k(.5)|, instead of |k(S)| — 1,
and the number of missing links as |p(S)| instead
of [p(S)| — 1; where |k|(S) is the size of the key
cluster for mention S, i.e. 1, and p(.S) is the inter-
section of the predicted cluster and the key cluster
of mention S. In simple words, MUC for single-
tons becomes a binary metric. This change was
necessary as the CoNLL 2012 Coreference Shared
Task did not consider singletons but our four cor-
pora do.

As indicated in Section 3, there are not many
available tools for pseudonymizing legal docu-
ments. However, we compare PSILENCE coref-
erence resolution tool with BookNLP!3. Specifi-
cally, we assess the clustering performance of PSI-
LENCE and BookNLP when they are provided
with the gold standard entities, i.e., those that have
to be pseudonymized. We use BookINLP because
it was designed to process long documents and
it is capable of performing coreference resolution
(Bamman et al., 2020).'¢ The comparison is done

“We did not include clusters of other types of entities in
these lists, such as lawyers or judges, as they were out of the
project scope. But also because their annotation would have
become harder to achieve.

Bhttps://github.com/booknlp/booknlp

16 Although BookNLP has its own NER, we did not adapt its
NER to predict and/or filter subtypes of people, like lawyers
and judges, due to the complexity of the task.



on the legal documents, thus, we can assess how
well the tools behave in the legal domain when all
the correct entities are given.

7 Results

We present in Table 3 the results, in terms of Macro
F-score, obtained by our coreference resolution sys-
tem, when it was applied on the testing partitions
of AIDA-CoNLL-Yago, In Media Res and LitBank.
The results presented in Table 3 show us how well
can we cluster the names of people in different
types of documents and circumstances. It is clear
that as the length of the documents increases, as it
happens in LitBank, the performance decreases.

In Table 4 and Table 5, we show the F-scores
obtained by our coreference tool and BookNLP, the
baseline, regarding the clustering of gold standard
entities, i.e. the names of people that had to be
pseudonymized, over the legal development and
testing corpora respectively. The macro outcomes
presented in both Table 4 and Table 5 show that,
despite applying the coreference resolution tools
to an unseen domain, they manage to cluster peo-
ple correctly in most documents. Nonetheless, the
micro outcomes shown in Table 4 and Table 5, in-
dicate that in documents where a great number of
people co-occur, the performance decreases as it is
harder to disambiguate people.

In Table 6, we introduce PSILENCE pipeline’s
results. We can observe in Table 6 that when we
include the NER system into the pipeline, the per-
formance of our coreference resolution tool is af-
fected. This means that the detection of named
entities is not perfect and the produced noise af-
fects the clustering of people. Specifically, in the
test corpus we pass from a macro CoNLL F-score
of 0.95 (Table 5) to 0.82 (Table 6).

8 Discussion

Regarding the results presented in Table 3, we
can observe that the macro F-scores achieved by
the coreference system tend to be greater than
0.90, meaning that in general, most of the doc-
uments are clustered correctly. The performance
decreases as the length of the document increases
because the number of mentions increases, thus
the number of pairs needed to be compared in-
creases as well. Moreover, the documents from
AIDA-CoNLL-Yago and In Media Res are rela-
tively small and have fewer named entities and
clusters than LitBank.
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As we observed in Table 4 and Table 5, our coref-
erence resolution system, performed in general,
better than the one found in BookNLP. This can
be due to several aspects. In the first place, PSI-
LENCE coreference resolution system was trained
on two more datasets. This means that PSILENCE
was trained on more examples but also from differ-
ent domains, literary and news. Secondly, to use
BookNLP as a baseline, we had to introduce our
gold standard named entities into BookNLP, mean-
ing that we had to remove their NER system and
modify certain pipelines. This could have affected
the performance; also, BookNLP was designed to
link personal pronouns to names too. Moreover, we
do not see any change between BookNLP’s small
and big models (Table 4 and Table 5).

We performed a manual analysis of certain clus-
ters found in our legal dataset to better understand
Table 4 and Table 5. From this analysis, we de-
termined that there are recurrent errors that occur
in both PSILENCE and BookNLP. We found out
that spelling name variations are one of the most
common reasons for people not being correctly
clustered. For instance, “Mahmood” can also be
referred to as “Mahmoud”; “Lief” as “Liefs” and
“Kuan” as “Koan”. Another frequent clustering er-
ror across both approaches occurs when the full
name is used but then, only a part of it is used later
in the text, like “Michael S. Blatter” as “Blatter”
and “Lalit Merchant” as “L Merchant”. We no-
ticed a drop in performance when the documents
have people with long names, such as double last
names, but also if they contain accentuated letters.
Nonetheless, we also noticed that with PSILENCE,
we can correctly cluster some entities among the
above-mentioned instances. For instance, we man-
age to cluster “Bill Essick” and “William Essick”
correctly whereas they remain as separate entities
with BookNLP. It should be indicated that these
types of errors are not uncommon, neither in PSI-
LENCE or BookNLP. We believe it is related to the
sentences’ context, but a deeper analysis is needed.

Some of the previous errors might be able to be
fixed by changing the embeddings type, from word
to contextual ones like those provided by BERT
(Devlin et al., 2019) or RoBERTa (Liu et al., 2019).
However, this would mean that the architecture of
the coreference resolution system would need to
change completely, as contextual embeddings are
not designed for single-word analysis, and have to
be trained differently for calculating cosine similar-
ity (Reimers and Gurevych, 2019). Moreover, mod-



Table 3: Results in terms of macro F-score for each testing partition of the corpora used for training the coreference

resolution system.

Corpus MUC BCUB CEAFE CoNLL
AIDA-CoNLL-Yago 0.98 0.97 0.96 0.97
In Media Res 0.94 0.95 0.92 0.94
LitBank 0.96 0.93 0.80 0.90

Table 4: Results of the coreference resolution task in terms of F-score, micro and macro averaged, for legal

development corpus.

MUC BCUB CEAFE CoNLL
System
Micro Macro Micro Macro Micro Macro Micro Macro
Ours 0.90 0.95 0.50 0.95 0.64 0.90 0.68 0.93
BookNLP Small  0.89 0.94 0.61 0.92 0.58 0.86 0.69 0.91
BookNLP Big 0.89 0.94 0.61 0.92 0.58 0.86 0.69 0.91

els such as Sentence BERT (Reimers and Gurevych,
2019) have been created to find similar sentences
and not similar words, unlike FastText.

As we observed in Table 6, the coreference reso-
lution F1-score decreases by 37% (micro) and 24%
(macro) in comparison to the clustering-only task.
This means that PSILENCE’s NER has trouble in
correctly detecting all the different types of named
entities. For instance, the machine learning model
sometimes cannot find all the entities in a sentence,
or if they are found they can be tagged with the
wrong type, or they are split into multiple smaller
ones, or the boundaries are wrong, e.g. “Romano
F” and “Subiotto Q.C.” rather than “Romano F.
Subiotto”. Regarding the collection of rules, some-
times it is hard to correctly apply them. For in-
stance, in some documents, the parties were stated
as “Company (Country) Ltd.” or lawyers as “John
R. Doe”, however in our metadata, these entities
were “Company Ltd.” and “John Roe Doe”.

To solve the aforementioned issues, we can pro-
pose certain solutions. First, we need to reduce
our dependency on rules for the NER by training a
specialized legal NER rather than using a generic
one in a zero-shot way. Secondly, to reduce the
number of entities with wrong boundaries, the new
NER should be trained with a CRF layer, like in
Ma and Hovy (2016), and use an IOBES encoding,
as in Ratinov and Roth (2009). Also, we might
need to use data augmentation methods, such as
in Cabrera-Diego and Gheewala (2023), where a
frustratingly easy domain adaption method is used
to mix different legal NER corpora.
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Moreover, some of the detected errors were
caused by the reconciliation module. In other
words, the rules used in this module were not ro-
bust enough to detect or solve issues generated by
the NER model. For example, in one document a
law firm was incorrectly tagged as a person rather
than as an organization; in this case, the reconcilia-
tion module determined that the entity was of type
person because it was the most frequent type, thus
it was an entity that had to be pseudonymized.

Some other errors found during the analysis were
caused by a wrong splitting of sentences. This was
particularly noticeable when a paragraph contained
citations that were not tagged in the HTML doc-
ument, which in consequence made a paragraph
be split into wrong sentences. In consequence, au-
thors found in these undetected and wrongly split
citations were considered many times as witnesses
because specialization rules could not be applied.
Other splitting errors in sentences come from the
fact that Spacy, was not trained to analyze legal
documents, thus it is not aware of specialized ab-
breviations such as Hon’ble and Q.C. Moreover,
we found out that in general, Spacy is bad at pro-
cessing long sentences, such as those that are found
in legal documents. Therefore, when a paragraph is
wrongly split into sentences, it has a consequence
not only on the NER system but also on the coref-
erence resolution one. To solve these errors, one
option is to train our model for splitting sentences,
although it can be complicated to achieve due to
the number of data necessary to train this kind of
model. Another option is to stop using sentences



Table 5: Results of the coreference resolution task in terms of F-score, micro and macro averaged, for the legal

testing corpus.

MUC BCUB CEAFE CoNLL
System
Micro Macro Micro Macro Micro Macro Micro Macro
Ours 0.94 0.97 0.47 0.96 0.45 0.92 0.62 0.95
BookNLP Small 0.9 0.93 0.51 0.92 0.37 0.85 0.59 0.90
BookNLP Big 0.9 0.93 0.51 0.92 0.37 0.85 0.59 0.90

Table 6: Results of the pseudonymization pipeline, i.e., NER, coreference resolution, and entities reconciliation, in
terms of F-score, micro and macro averaged, for the development and testing corpora.

MUC BCUB CEAFE CoNLL
Corpus
Micro Macro Micro Macro Micro Macro Micro Macro
Developement (.70 0.87 0.24 0.86 0.32 0.80 0.42 0.82
Test 0.71 0.77 0.18 0.77 0.27 0.71 0.39 0.72

for delimiting the context in which a named entity
occurs. However, this would mean that it could be
harder to determine the actual context of a named
entity in the coreference resolution system.

Despite the complexity of the pseudonymization
task and the use of multiple deep learning mod-
els through a zero-shot approach, we consider the
macro results shown in Table 6 good in general.
Nonetheless, there is still work to be done, espe-
cially when we observe the micro results (Table 6).
These results indicate that we need to continue
working on the clustering of people in long doc-
uments because it becomes harder to keep track
of people. We might need to explore more com-
plex methods for clustering people using memory
systems, such as PeTra (Toshniwal et al., 2020).
However, we also need to consider that many of
the works of coreference resolution are done on
relatively short documents.

9 Conclusions

In this paper, we presented the first results of PSI-
LENCE, a pseudonymization tool for the semi-
automatic redaction of international arbitration doc-
uments in English, where people are clustered, to
accelerate the human validation step and improve
the readability of the document.

Experiments were done on different datasets, in-
cluding one composed of legal documents. The
obtained results were promising, especially for the
clustering of people through coreference resolu-
tion. For instance, we got a macro F-score of 0.95,
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when clustering gold standard named entities, and
a macro F-score of 0.72 when we use the NER.

An analysis of the results showed that some of
the errors come from the fact that we use multi-
ple rules at different levels. But also, because the
current implementation of PSILENCE is based on
multiple zero-shot approaches, meaning that the
training data did not come from the legal domain.
Therefore, to improve PSILENCE, it will be neces-
sary to work on a specialized legal corpora.

In the future, we will work on the improvement
of the PSILENCE system as discussed in Section 8.
Moreover, we would like to cluster named entities
through multiple documents to assign them the
same pseudonym. This would be useful when a
case has multiple documents and certain people
occur in several of them, allowing us to increase
the readability of complex cases.

Finally, we will train PSILENCE using multilin-
gual language models on legal documents in other
languages than English, especially those from the
European Union where legal documents are subject
to GDPR rules.
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Limitations

PSILENCE has different limitations that need to be
clarified. In the first place, while we indicate that
PSILENCE can pseudonymize, if necessary, dif-
ferent types of person entities besides witnesses, it
should be stated that we have not evaluated yet how
well PSILENCE can detect these other person enti-
ties. The main reason is that we do not have those
annotations and are very expensive to manually get.
While we expect PSILENCE’s coreference reso-
Iution system to perform similarly to the results
presented in this work, we cannot ensure that the
quality of the NER will be equal for all the types of
named entities. Nevertheless, we expect that by de-
ploying PSILENCE in Jus Mundi, we will be able
to have more and better annotations that could be
used to train specialized tools. In the second place,
we have explored different types of international
arbitration cases, however, there are many more.
Thus, we cannot ensure that the current pipeline
used in PSILENCE can be applied to all types of
arbitration, at least without a fine-tuning process.
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