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Abstract

In this paper, we present a benchmark dataset for paraphrase detection in Bangla. Despite being the sixth most
spoken language' in the world, paraphrase identification in Bangla is barely explored. Our dataset contains 8,787
human-annotated sentence pairs collected from 23 newspaper outlets’ headlines in four categories. We explored
several supervised modeling approaches to benchmark the dataset, including similarity metrics, linguistic features,
and fine-tuned BERT models. We also conducted a zero-shot analysis to assess the performance of pre-trained
BERT models, and we carried out both zero-shot and few-shot evaluations of the publicly accessible generative
language model GPT 3.5 turbo. In the benchmark evaluations, when examining GPT-3.5 using a few-shot modeling
approach, it becomes evident that the model can grasp paraphrases in a manner akin to fine-tuned mBERT
language models with just a handful of example data points. Within the set of benchmarking trials, the fine-tuned
BanglaBERT delivered the most remarkable performance, achieving a weighted-F1 score of 87.91. Noteworthy is
that GPT-3.5 excelled in both zero-shot and few-shot experiments, attaining weighted-F1 scores of 51.51 and 80.53,
in that order. We also performed a cross-dataset analysis and the outcomes suggest that the model trained in our
dataset resembles both diversity and generalization when tested on the other dataset. Finally, we report a human
evaluation experiment to obtain a better understanding of the paraphrasing task’s limitations. We make our dataset
and code publicly available.?
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1. Introduction o 11 I wrer fiow, ifze 9o

. . . . . National elections in Myanmar tomorrow, Rohingyas
Paraphrase identification is considered to be one deprived

of the pivotal and fundamental tasks of Natu- o SrITICs 1 fiioe : ot (R caREenE
ral Language Processing (NLP) When two differ- Tomorrow’s election in Myanmar: Rohingyas do not have votes
ent sentences express the same meaning, they o SR @2 o, B0 @ A Rveet F9ea

are called paraphrases. Paraphrase identifica- The BGB will now operate on water, land and air
tion has many implications on tasks like question | ® i & S Tt e, fiamtfers <fedt carae
K R The BGB air wing begins its journey, announcing

answering (Fader et al., 2013a), text summariza- three-dimensional forces
tion (Barzilay et al., 1999), plagiarism detection Non-paraphrases with significant lexical similarity

Lo ~ R . . o 2 GTRH OO ™I FACS AL WS
(Barrpn Cedeno_ etal., 2013), |n.format|on rlgtrleval The 32nd span of the Padma Bridge can sit today
(Wallis, 1993), first story detection (Petrovi¢ et al., o I (TG OITT ™ TS AT T
2012), and value alignment, etc. As a result, exten- The 32nd span of the Padma Bridge may sit tomorrow
sive research has been conducted on paraphrase ?%’%ﬁ%ﬁ'%m lexical similarity
identification, and numerous paraphrase corpora Shakib’s shines in fitness test
have been developed in various languages like En- | ¢ &% Tzms 5" 2w wAawf 7w
glish (Dolan and Brockett, 2005; Xu et al., 2015a; Nasir could not be ft'in a year

Lan et al., 2017; He et al., 2020a) , Turkish (Demir
et al., 2012), Russian (Pronoza et al., 2016), Ara-
bic (Menai, 2019), Portuguese (Fonseca et al.,
2016), Chinese (Zhang et al., 2019), among oth-

ers.
A descendent of Sanskrit, Bangla is currently ~ spoken by over 260 million people in the world
and is set to become the third most spoken lan-

Table 1: Examples of paraphrase and non-
paraphrase pairs with different amount of lexical
overlap.

*Authors have equal contribution guage by 2050.® Bangla is the language of the
"w.wiki/Pss
®https://github.com/ Swashingtonpost.com/news/worldviews/wp/2015
Mufassir—Chowdhury/BnPC /09/24/the-future-of-language
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people of the Bengal region, now divided between
Bangladesh and the Indian state of West Bengal,
which are considered to be the region of fastest
growing economies.* Because of the technolog-
ical advancements in Bangla speaking communi-
ties, the demand and usage of the Bangla lan-
guage in the digital world continue to grow expo-
nentially.

Despite such a growing demand and need for
digital Bangla resources, the task of Bangla para-
phrase identification has received limited atten-
tion. AKil et al. (2022) generated a synthetic
Bangla paraphrase dataset consisting of 603,672
sentence pairs. Kumar et al. (2022) also experi-
mented with six different NLG tasks across eleven
Indic languages including the task of Bangla para-
phrase generation. Meanwhile, Scherrer (2020)
curated sentential paraphrases on 73 languages
including Bangla, for which they considered only
1,440 Bangla sentences.

To address the scarcity of paraphrase detection
dataset in Bangla language, we propose BnPC, a
gold-standard Bangla paraphrase corpus. We out-
line the contributions of this study below:

» We propose BnPC, the largest gold standard
paraphrase corpus in Bangla, consisting of
8,787 human-annotated pairs collected from
23 different newspaper outlets in Bangladesh.
We present a few examples in Table 1.

We report a benchmark evaluation on BnPC
by exploiting several supervised learning ap-
proaches, such as the similarity metrics
(BLEU, METEOR), bag-of-words approach
(Word and Character n-grams), and fine-
tuned language models.

We carried out both the zero-shot and few-
shot experiments over the publicly accessible
GPT-3.5 turbo model using BnPC and present
shortcomings we observed from GPT-3.5 re-
sponses.

We performed a cross-dataset analysis by
fine-tuning a monolingual and a multilingual
BERT on BnPC and testing it on several other
datasets. We show that models trained on
BnPC resembles the capacity to provide bet-
ter performance on diverse datasets.

We also conducted a human evaluation ex-
periment to get insights into the paraphrasing
task’s limitations.

2. Related Work

Over the recent years, a great deal of work has
been accomplished in paraphrase detection. We

“pritannica.com/place/Bengal-region-Asia

70

discuss some of the notable works in this section.

Datasets for Paraphrase Identification:
MSRP (Dolan and Brockett, 2005; Dolan et al.,
2004) is the pioneering hand-labeled dataset
extracted using heuristic techniques instead of
the traditional machine translation method. Their
approach obtained high lexical divergent para-
phrase pairs, opening up new dimensions in the
paraphrase identification field. Twitter Paraphrase
Corpus (PIT-2015) (Xu et al., 2015a) is a realistic
and balanced dataset collected from trending top-
ics on Twitter containing a high degree of variation
due to the use of informal language as well as
more naturally occurring non-paraphrases. Twitter
URL Corpus (TUC) (Lan et al., 2017) is a shared
URL based growing paraphrase corpus with both
formal and informal texts, where the authors miti-
gate the complications of extracting highly variant
natural paraphrase sentence pairs on a large
scale. Quora Question Pair (Chen et al., 2017) is
a dataset containing interrogative sentence pairs
that benefit the Q&A community by assisting in the
detection of duplicate questions. PARADE (He
et al., 2020b) is a domain-specific dataset where
authors formed clusters of definitions focusing
same aspect indicated by overlapping term and
matched every two definitions from the same
cluster together.

Approaches used in Paraphrase Detection:
The noteworthy approaches for the task of para-
phrase identification are MT metric based classi-
fiers (Eyecioglu and Keller, 2015) combining lexi-
cal and compositional features. The modeling ap-
proaches include referential and machine transla-
tions (Finch et al., 2005; Bigici and Way, 2014),
feature based approaches (Zarrella et al., 2015),
supervised learning (Vo et al., 2015; Karan et al.,
2015) using SVM and logistic regression (Satya-
panich et al., 2015; Madnani et al., 2012a; van der
Goot and van Noord, 2015), deep learning and
BERT based approaches (Zhao and Lan, 2015;
Bertero and Fung, 2015; Chandra and Stefanus,
2020).

Bangla Paraphrase Detection: TaPaCo
(Scherrer, 2020) is a paraphrase corpus gen-
erated by populating a graph from the Tatoeba
database and finding equivalent links between the
sentence pairs with everyday sentences. They
used a crowd-sourced method of paraphrase
generation without assessing the capability of the
translators. BanglaParaphrase (Akil et al., 2022)
curated sentences from a Bangla blogging web-
site using a machine translation (back-translation)
and a novel filtering process based on PINC score
(Chen and Dolan, 2011) (a metric based on lexical
dissimilarity). IndicNLG used pivoting approach
(Kumar et al., 2022) to extract paraphrases from a
parallel corpus using English as the pivot.
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In contrast, the BnPC dataset was created from
human-generated text from newspaper headlines
and labeled by three expert annotators validating
all paraphrase pairs using a rigorous process to
ensure the quality of the data.

3. Overview of BhPC Dataset

Data Collection: We constructed the BnPC cor-
pus by gathering news headlines from 23 of the
most popular® Bangla news portals. This is be-
cause headlines for similar news tend to be para-
phrases. Thus we gathered news on four broad
categories: national, international, sports, and en-
tertainment over the four months starting from
September to December of 2020. Alongside vis-
iting individual news websites, we also utilized
Google News® service to retrieve cluster of sim-
ilar news, and a similar service from the Pipilika
News’.

Through manual inspection, we formed a total
of 145 national, 158 international, 139 sports, and
175 entertainment related news clusters by select-
ing similar news of identical events. Each clus-
ter contained different headlines focusing on differ-
ent aspects of the same event reported by various
news agencies. We followed different methods of
paraphrasing to select paraphrasing pairs. These
methods are presented in Table 2.

Annotation: Three of the native Bangla-
speaking authors annotated the pairs. Each
annotator was trained on different methods of
paraphrasing according to Table 2. We decided
to use five different paraphrase scores on a scale
from 0 to 1 to reach a better labeling consensus
among the annotators at the end of the process.

We discuss our score assignment for each of
the 5 different paraphrasing decision: (1) “Not
Paraphrase”. Score 0; (2) “Not-Paraphrase with
Slight Similarity”: Score 0.25; (3) “Undecided”:
Score 0.5; (4) “Paraphrase with Lexical Differ-
ences”: Score 0.75; and (5) “Paraphrase”: Score
1.0.

During the annotation, we followed the guide-
lines described in Bhagat and Hovy (2013). We
averaged the scores of three annotators. Sample
above the threshold score (0.5) were considered
as paraphrase and below it as non-paraphrase in
the final dataset. We discarded the ones with an
average score of 0.5 as the annotators could not
agree on whether the pairs were paraphrase or not.
These samples were mostly partial paraphrases or
had ambiguous meanings. A Fleiss’ Kappa score

Salexa.com/topsites/countries/BD
®news.google.com/?hl=bn
"news.pipilika.com
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(Fleiss, 1971) of 0.61 indicates substantial inter-
annotator agreement. We present some sample
sentence pairs in Table 1.
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Mon-Paraphrase
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PINC score

g 08 10

Figure 1: PINC score of paraphrase and non-
paraphrase pairs of BnPC. PINC score denotes n-
gram dissimilarity between two sentences. High
PINC score denotes low lexical overlaps.

Statistics: As per Table 3, the class distribu-
tion of the dataset is slightly skewed towards the
non-paraphrases, and non-paraphrase sentences
tend to be a little longer than the paraphrase ones.
There are 8,541 unique Bangla words (23.8%) in
the dataset. We observe lexical diversity in the
dataset as 35.19% sentence pairs have zero and
28.94% pairs have only one word in common. The
high PINC score (Chen and Dolan, 2011) in Figure
1 for both paraphrase and non-paraphrase pairs
indicates that the dataset contains more lexically
diverse sentences. The diversity among the non-
paraphrase pairs is more abundant.

Analysis: Paraphrase identification from real-
world data is noisy and follows a wide range
of methods compared to synthetically generated
pairs. In our BnPC dataset, we analyzed various
methods of paraphrases (Table 2). Often times,
more than these methods are observed in para-
phrase making in Bangla. This makes paraphrase
detection in Bangla significantly more challenging
for rule-based approaches.

4. Methodology

To develop a paraphrase classifier, we explore the
metrics for machine translation evaluation, bag-of-
words, zero-shot approaches and fine-tuning pre-
trained language models.

4.1.

Following Madnani et al. (2012b) and Kravchenko
(2017), we investigate paraphrase classifiers
using machine translation (MT) evaluation metrics

Evaluation Metric Based Approach
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Synonym Substitutions or phrase of the sentence with one of

its synonyms

(M.P. posted a photo on
facebook after purchasing a pistol)

Methods of Paraphrase | Explanation Sentencel Sentence?2
TG IO (ETeTIeaeT I e g
Ghange Of Order Change of order involves changing @ a¥ Ifse S GIBRT e
the order of a word or phrase in a sentence (Newly appointed attorney (Amin Uddin is newly
general is A M Amin Uddin) appointed attorney general)
It involves the replacement of a word m!m T 7 e ;@%%?ﬂﬁwiw

(The Member of Parliament posted a
picture on Facebook after buying a pistol)

remaining sentence

(18 more people die from Corona)

) L R AAID BB HEE A IO
It is a type of plagiarism where a sentence T T e P T T
Verbatim is copied without changing any aspect (Barrister Rafig-ul-Haque on (Barrister Rafig-ul-Haque on
of the sentence - -
life support) life support)
Ellipsis involves the omission of clauses e p— [—
Ellipsis that are understood from the context of the T ST b WA 27 AT S b ey

(18 more die from Corona)

Emphasization where the exact same

(A cyclone is expected to strike our
country later this month)

Punctuation Changes Punctuation changes involve the @, (TG 8 ROBOT I FIIT-R05 0]
9 change of punctuation used in the sentence | (A Are Wi (AT ASTE AR
Bere AT (e TS i =
Emphasization is a type of paraphrase TCe A IeRe ¥ TER A IS e e

(A cyclone is set to hit the
country this very month)

TN TR TR

. It involves shortened form of a word or phrase | s <tezma sfmifa aif¥a= 2RO FRIE R o
Abbreviation . . o (Russia threatens to
in one of the pairs (Russia issues a threat to sever leave EU)

ties with the European Union )

Table 2: This table presents different methods of paraphrasing in our BnPC dataset. Most of the defini-

tions are picked from Zhou et al. (2022).*

T P wW/S C/S
Paraphrase 3,426 38.99% 6.97 46.95
Non-Paraphrase 5,361 61.01% 7.32 48.86
Total 8,787 100.00% 7.18 48.11

Table 3: Distribution of T (total number), P (per-
centage), W/S (word per sentence), and C/S (char-
acter per sentence) between paraphrase and non-
paraphrase sentence pairs in the dataset.

Root Word
B3
Example
- e FEA AT 271 AE
(Corona detection rate is highest in 7 days)
AT SR TS Gio A4 ERA-R_@
TR BT (B9 + T) MR QTR ST
(Soham-Sravanti to tie the knot for the first
time in web series, thriller Love Story to
present to viewers)
wted 9 b, SR THCR (TR + () CAfReI?

(Suu Kyi is winning, Rohingyas are losing
again?)
38 TR FCAE YA (TP + TA) PR
(Mortality rate in Corona has decreased in
24 hours)

Type
Root

Prefix

Suffix

Concatination

Table 4: Examples of prefix, suffix, and concatena-
tion usage in Bangla from our dataset.

like BLEU (Papineni et al., 2002a) and METEOR
(Lavie and Denkowski, 2009) as these metrics
provide a notion of lexical similarity between a
reference and a generated text. Given a candidate
pair X = (z1,22) and a metric (e.g., BLEU), we
classify the pair as a paraphrase or not para-
phrase by the following equations:

BLEU (z1,22) + BLEU (22, 1)
2

ferEu(X)
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PARAPHRASE, IF fprru(X) > «
NoT PARAPHRASE, IF frry(X) < a

Here, « is a threshold, whose value was set
by maximizing the performance on the training set

(=0.115 for BLEU and «=0.136 for METEOR).

4.2. Bag of Words (BOW)

For each text in a candidate pair, we extract word
n-grams (n=1, 2, 3) and character n-grams (n=2, 3,
4, 5) and use the cosine similarity scores for each
n-gram set as features to train a Support Vector
Machine (SVM) classifier. Additionally, we investi-
gate training the model by dividing the mean word
embedding vectors of the pair, by its norm and tak-
ing the quotient as input feature. We use the pre-
trained FastText (Bojanowski et al., 2016) Bangla
embedding (coverage 91.77%) for this purpose.

4.3. Language Models

Pre-trained language models, particularly variants
of BERT, have shown superior performance in
a variety of natural language tasks. On the
other hand, recent LLMs have shown superior
quality in performing different NLP domain tasks.
We use the Multilingual BERT (mBERT) (Devlin
et al., 2018), RoBERTa (Liu et al., 2019c), XLM-
RoBERTa (Conneau et al., 2019), and three dif-
ferent monolingual BERT models pre-trained on
Bangla (Sarker, 2020; Bhattacharjee et al., 2021;
Diskin et al., 2021)8°1° from HuggingFace trans-
formers (Wolf et al., 2020) and fine tune the

8huggingface.co/csebuetnlp/banglabert
®huggingface.co/sagorsarker/bangla-bert-base
®huggingface.co/neuropark/sahajBERT
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binary prediction layer. We reported the zero-
shot performance of mBERT, XLM-RoBERTa,
BanglaBERT. Additionally, we perform zero-shot
and few-shot approaches on publically available
GPT 3.5 turbo. BanglaBERT (Bhattacharjee et al.,
2021) was trained on 27.5 GB data crawled from
110 Bangla websites, whereas bangla-bert-base
(Sarker, 2020) was trained on wikidump and 11 GB
web crawled data from OSCAR (Ortiz Suarez et al.,
2020).

5. Experiments and Results

5.1.

We use 70% of the data for training, and equally di-
vide the rest for development and testing. For the
metric-based approaches, we remove the punc-
tuations and for BOW-based methods, we pre-
process the data by removing punctuation and nor-
malizing digits as it shows better results in the de-
velopment set. As a set of simple baselines, we
compare our results with a majority and a random
baseline. We report our results using precision, re-
call, and weighted F1 score. We use Scikit-learn
(Buitinck et al., 2013) implementations for SVM, co-
sine similarity, and n-gram extraction. For the pre-
trained language models, we fine-tune (A=2%1075,
batch size 32) the models for 5 epochs with early
stopping. For gpt-3.5-prompting we used the Chat-
GPT Platform APl ! with the following parame-
ters: temperature=0 (0 for deterministic output),
max_tokens=256, top_p=1, frequency_penalty=0,
presence_penalty=0.

Experimental Setup

5.2. Results & Analysis

Table 5 presents the precision, recall, and
weighted F1 scores of different models on the test
set. The MT metric-based approaches (BLEU,
METEOR) perform relatively well compared to the
baselines, with METEOR getting up to 77.08 F1
score. METEOR considers both unigram precision
and recall, whereas BLEU solely measures preci-
sion when matching the sentence pairs. As a con-
sequence, METEOR exhibits better performance
for the task.

Unigram performs the best among the word n-
grams with an F1 score of 74.93 and we notice
a decline in F1 for the longer word n-grams. This
pattern is consistent with the character n-grams as
well. Character bigrams achieve a 77.97 F1 score
and longer ngrams’ F1 score decreases gradually.
However, character n-grams show better perfor-
mance than the word n-grams in general. Usage of
prefixes, suffixes, and word concatenation is heavy
in Bangla, which we believe is the reason for the

"platform.openai.com/
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Model P R F1

Baseline (Random) 50.56 50.67 49.62
Baseline (Majority) 34.86 59.04 43.83
BLEU 76.95 76.76 76.10
METEOR 77.28 77.40 77.08
Unigram (U) 76.67 7597 74.93
Bigram (B) 7459 73.67 72.21
Trigram (T) 73.88 66.36 59.46
U+B 76.30 75.82 74.90
U+B+T 76.42 75.90 74.95
Char-2-gram (C2) 79.07 78.62 77.97
Char-3-gram (C3) 78.61 78.41 77.87
Char-4-gram (C4) 78.06 77.76 77.12
Char-5-gram (C5) 77.52 76.97 76.12
C2+C3 78.72 7841 77.80
C2+C3+C4 78.19 77.98 77.40
C2+C3+C4+C5 78.39 78.12 77.52
U+C2 79.22 78.77 78.11
U+C2+C3 78.73 78.34 77.68
U+C2+C3+C4 78.47 78.05 77.36
All n-grams 7826 77.76 77.01
Word Embedding (E) 77.53 77.04 76.24
U+C2+E 78.83 78.19 77.41
bangla-bert-base (Zero-Shot) 51.54 58.68 45.02
mBERT (Zero-Shot) 26.39 48.87 23.82
XLM-RoBERTa (Zero-Shot) 34.86 59.04 43.83
sahajBERT (Zero-Shot) 55.29 48.85 46.85
BanglaBERT (Zero-Shot) 59.67 51.92 48.79
gpt-3.5-turbo (Zero-Shot) 71.69 62.27 51.51
gpt-3.5-turbo (Few-Shot) 80.53 80.63 80.53
bangla-bert-base (Sarker, 2020) 75.85 76.04 75.75
mBERT (Devlin et al., 2018) 82.54 82.42 8247
XLM-RoBERTa (Conneau et al., 2019) 86.11 86.08 85.96
sahajBERT (Diskin et al., 2021) 86.55 86.37 86.19
BanglaBERT (Bhattacharjee et al., 2021) 87.92 87.95 87.91

Table 5: Results from different experiments of
baseline, MT metrics, linguistic features, and pre-
trained LMs are reported in Precision (P), Recall
(R) and weighted-F1 score.

strength of character n-grams (Table 4). The com-
bination of unigram and character bigram yields
the highest F1 score of 78.11 among all the lexi-
cal feature combinations. We observe no improve-
ment in this by integrating the embedding features.

Zero-shot performance of the models is signif-
icantly low (even compared to feature-based ap-
proaches). Among the zero-shot performance of
the models, the GPT 3.5 turbo achieves the best
results with an F1 score of 51.51. Interestingly, the
GPT 3.5 turbo few-shot exhibits a significant per-
formance boost. The few-shot (4-shot, two para-
phrases, and two non-paraphrases) achieves an
F1 score of 80.53 closer to the finetuning result
of some LMs and surpassing all feature-based ap-
proaches indicating the paraphrase detection ca-
pabilities of large language models. We provide
some interesting examples of LLM’s failure in Ta-
ble 7.

On our dataset, the best-performing model is
BanglaBERT (Bhattacharjee et al., 2021), out-
performing XLM-RoBERTa by a close margin.
BanglaBERT is pre-trained on the highest volume
of Bangla data (27.5 GB) to date. The competitive
performance of XLM-RoBERTa results from its ef-
fective cross-lingual transfer learning.

To provide a performance comparison of the
best-performing multilingual model with other
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(Biden might close this infamous prison in America)

(Biden wants to close Guantanamo Bay prison)

Sentence 1 Sentence 2 Label | *Subject | **Model
AT N ACT A= LN HLIM FCHE &S 0 0 ]
(The Prime Minister’s press conference is on Saturday) | (The Prime Minister’s press conference is today)
T *feie o wee *rolfis TR BoRFE Q AN © W@ g~ 0 1 0
(Hundreds injured in strong earthquake in Japan) (7.3 magnitude earthquake off the coast of Japan)

AT T T 38 T 20 7Y LA TEF, AHE dSo (F6 AT
(About 24 lakh died in Gorona) qq #CAT @M (23 lakh 67 thousand deaths, 1 1 0

more than 10 crore 77.5 lakh affected)

QAT CEAIETA 9.0 T@H 9N QA 4.5 T@R g 1 0 ]
(7.3 magnitude earthquake shakes northern Japan) (7.1 magnitude earthquake shakes Japan)
IR G2 FAT© (e I PACO A 20T GO (F FNT I% FACO Bl RS 1 0 0

Table 6: Disagreement among subject, model, and actual label. Here 1 represents paraphrase and 0 rep-
resents non-paraphrase sentence pairs. *Subject’s prediction is taken using majority voting.**Prediction

on BanglaBERT.*

(Transportation will be closed in Khulna
for 24 hours)

(Transport closure announced in Khulna)

Sentence 1 Sentence 2 Reason
Unless it's direct syntactic similarity the
T 38 WD T AP AR ST AT G T (el LLM model fails in case of bangla. The

broader context is easier for humans
to comprehend.

DA ST ~TT Fo HFFR TV T
(Mysterious death of school teacher in fire
in Chandpur)

B cICEERTIRT)
(Teacher turned into cinder in a fire)

LLMs struggle with idiomatic expressions,
often misinterpreting them.

RIS PSS A AT qIF FACET AT

LLMs may not detect paraphrases when

(Deepzal became grandfather again)

(Deepzal daughter Oliza became a mother)

(Shamwinnja w}lliot Be al:?ITe {o return to Britain) (The court rejected Shamima’s request to return | two sentences convey the same
to the UK) news but use different subjects.
@9 T 2 feoreE W 2 fGoree sl sferet LLMs may struggle to follow logical

syllogisms accurately.

3005 7 *7 (& (ATF Y& (e G e
(Saudi rights activist released from jail after

© ITF A A A1 AL A SRR Y&

(Saudi women'’s rights activist Luzain released

LLMs can be confused by changes in
units when interpreting or processing

1001 days)

from jail after 3 years)

information.

Table 7: Examples of sentence pairs where LLMs fail to classify using few-shot approach.*

datasets, we fine-tune XLM-RoBERTa on other
substantial English datasets with the identical ex-
perimental setup. The F1 scores are 90.78 on
MSRP (Dolan and Brockett, 2005)), 75.01 on PA-
RADE (He et al., 2020)), and 88.31 on PIT (Xu
et al., 2015a)). 85.96 F1 on BnPC falls in between
these scores and provides a competitive bench-
mark result.

5.3. Comparison of Datasets

Cross Dataset Generation: As the other datasets
don’t have any non-paraphrase pairs, we added
the non-paraphrase from our dataset. To com-
pare the quality of the contemporary datasets
with the BnPC, we also maintained the para-
phrase and non-paraphrase ratio of BnPC on the
other datasets. For BanglaParaphrase and Indic-
NLG we randomly sampled the equivalent num-
ber of paraphrases as BnPC and appended all our
non-paraphrase pairs to them. Since these two
datasets are substantially larger than BnPC we re-
peated this process three times for brevity and ex-
perimented with each of these datasets and aver-
aged the results. Since TaPaCo has a smaller size
than BnPC, we appended only a random portion

*denotes the sentences in these tables were trans-
lated using Google Translator for the clarity of the non
Bangla speakers.
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of our non-paraphrase pairs to maintain the over-
all paraphrase and non-paraphrase ratio equiva-
lent to BnPC. To ensure unbiased experiments, we
include non-paraphrase pairs from our train, test,
and validation sets into the corresponding sets of
other datasets. (Fig: 2)

Results: To conduct cross-dataset testing,
we implement both monolingual (sahajBERT)
and multilingual (MBERT) models across various
merged datasets. The models trained on BnPC
consistently perform well across all datasets,
achieving a minimum F1 score of 69.97 on In-
dicNLG. On the other hand, models trained on
BanglaParaphrase excel across most datasets
and face a downfall of performance on our gold
standard BnPC dataset, scoring below 50%, while
surpassing the 92% F1 score on other datasets.
Models trained on TaPaCo demonstrate strong
performance across most tests, with the notable
exception of BnPC, where they yield the lowest F1
score of 44% among all the cross-dataset experi-
ments. IndicNLG proves to be a strong performer
across synthetic datasets, consistently achieving
over 97%, and it delivers a respectable F1 score of
57.32 on our BnPC dataset. In summary, models
trained on synthetic datasets display subpar perfor-
mance when tested on our gold standard dataset.

We obtain the context of the paraphrase pairs by
using BLEU (Papineni et al., 2002a) and ROUGE
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Figure 2: The workflow diagram of cross-dataset test. It shows the procedures for generating the merged
datasets for cross-dataset experiments and the experimental procedures.

Tested On Tested On Tested On Tested On
. (BnPC) (BanglaParaphrase) (TaPaCo) (IndicNLG)
Model Trained On P R Fi P R Fi P R Fi P R Fi
BnPC 86.55 86.37 86.19 | 94.59 94.18 94.22 | 86.42 86.37 86.24 73.25 71.81 69.67
SahajBERT BanglaParaphrase | 73.21 61.31 49.04 | 99.52 99.54 99.54 | 98.84 98.83 98.82 93.56 92.87 92.73
TaPaCo 75.84 59.11 44.00 | 84.16 7835 76.14 | 100.00 100.00 100.00 | 90.08 88.07 87.60
IndicNLG 71.02 6494 5732 | 97.61 97.55 97.56 | 98.29 98.22 98.22 97.18 97.15 97.15
BnPC 80.61 80.63 80.62 | 89.85 88.61 88.70 | 84.88 84.54 84.62 65.14 65.71 63.75
mBERT BanglaParaphrase | 72.66 62.38 51.57 | 99.23 99.23 99.23 | 89.60 87.91 87.48 78.83 70.35 65.22
TaPaCo 72.36 60.25 46.77 | 80.67 72.14 67.70 | 99.87 99.87 99.87 87.28 84.05 83.09
IndicNLG 69.68 65.23 5840 | 96.60 96.54 96.55 | 97.96 97.85 97.85 96.36 96.32 96.33

Table 8: The table shows the cross-dataset performance of monolingual (SahajBERT) and multilingual
(mBERT) models. It contains precision (P), recall (R), and weighted-F1 scores of the models. The worst

performances (row-wise) are shown in red and the best performances (row-wise

(Lin, 2004) metrics. We see that TaPaCo has the
highest n-gram similarity since it mostly consists
of simple and small sentences. IndicNLG shows
the lowest n-gram similarity across all the metrics.
BanglaParaphrase and BnPC have similar n-gram
similarity across the metrics indicating a moderate
n-gram overlap.

Analysis: From Table 8, we see that mod-
els trained on synthetic datasets show poor per-
formance on human-generated data. On the other
hand, models trained on BnPC show decent per-
formance on synthetic datasets. Despite BnPC
having moderate n-gram similarities, the failure
of models trained on other datasets and tested
on BnPC can originate from the wide distribution
of paraphrases across the PINC Score spectrum.
The BnPC paraphrases are spread across the
spectrum from 0.0-1.0, which is absent in other
datasets with the single highest being only 36.25%
of the samples on 0.9. 82% of the data is within
0.6-1.0. and the other 18% data falls within 0.0-
0.5 which is the highest among other datasets.

The monolingual Model trained on BanglaPara-
phrase did well except on BnPC and the Multi-

are shown in blue.

~

lingual model trained on BanglaParaphrase did
moderate performance on BnPC and IndicNLG.
This can stem from the fact that BanglaPara-
phrase has paraphrases (~98%) mostly spread
within 0.6-0.9 PINC score with 44.48% data on 0.8.
This makes it hard to perform well on a dataset
with more distributed n-gram similarity and simi-
lar size. Models trained on other datasets and
tested on BanglaParaphrase show a better perfor-
mance except for TaPaCo which might originate
from the smaller size of TaPaCo. TaPaCo has
42% smaller size than the other datasets. Mod-
els trained on other datasets show good perfor-
mance on TaPaCo. This can be traced back to
the smaller size of the dataset, sentences, and
high n-gram similarity of TaPaCo paraphrase pairs
shown in Figure 3 which is the highest among all
the datasets. Making it easier to identify para-
phrases in simple and small sentences. Mod-
els trained on TaPaCo show poor performances
on all the datasets except on IndicNLG. IndicNLG
has the lowest n-gram similarity among all the
datasets. Because of this, models tested on In-
dicNLG show comparatively weaker performance.
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Figure 3: This Figure shows the N-gram similarity comparison of the datasets. For comparing the N-gram
similarity we implement BLEU, [Rouge-N, Rouge-L](Lin, 2004) methods.
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Figure 4: This Figure shows the PINC score comparison of the datasets. PINC score denotes n-gram
dissimilarity between two sentences. High PINC score denotes low lexical overlaps between the sentence

pairs.

Models trained on IndicNLG show a good perfor-
mance except on BnPC. Figure 4 shows that al-
most 60% of their paraphrase pairs stem 0.9 PINC
score. Thisis a probable reason for the IndicNLG’s
poor performance on the BnPC dataset. We ex-
hibit that models trained with lower n-gram simi-
larity tend to do well on datasets that have higher
n-gram similarity on paraphrase identification task.

5.4. Human Evaluation

We conduct a human evaluation study with 300
randomly selected examples from our test set to
assess the human performance in the task. We
take the help of five native Bangla-speaking un-
dergraduate students from different majors on a
voluntary basis to ensure diversity in subjects. Af-
ter instructing them about the task, we asked
them to classify each pair into either paraphrase
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or non-paraphrase. Then we compare their as-
signed labels against the ground truth. The indi-
vidual F1 scores of the five annotators are 69.48,
72.25, 74.37, 74.58, and 84.13, yielding an aver-
age F1 score of 74.96. Using Fleiss’ Kappa met-
ric, we calculate the inter-annotator agreement of
those pupils and get a score of 0.47. The best-
performing model’s F1 score of 87.98 on this sam-
ple of data indicates that the job can be more diffi-
cult for humans to accomplish.

Analyzing the errors and interviewing the human
subjects, we find that the main reasons are lack
of domain knowledge, presence of numbers in the
sentences, and pairs with long overlaps of spans.
(Table 6).



6. Conclusion and Future Works

In this paper, we propose BnPC, the largest hand-
crafted Bangla dataset for paraphrase detection.
Through our investigations to develop a bench-
mark classifier, we find that lexical features like
character n-grams show competitive performance
in identifying paraphrases. Similar performance
can be achieved by simply using the machine
translation metric-based classifiers. From our ex-
periments, we see that the monolingual model
BanglaBERT slightly outperforms the multilingual
model XLM-RoBERTa on the BnPC dataset. Also,
we find the GPT-3.5 turbo performs almost as
well as fine-tuned language models. Our cross-
dataset analysis shows that models trained on our
dataset generalize more compared to contempo-
rary datasets and we provide some quantitative
analysis differentiating the datasets. Our dataset
comprises formal data from newspaper headlines.
So, a good direction for future work can be extend-
ing this dataset with different domains and topics’
data, for example, conversational data. We re-
lease the corpus publicly to foster further work in
this area.

Limitations

The study has some potential limitations. One po-
tential limitation is that our dataset is comprised of
formal data from news headlines which is different
from the noisy data on social media. Social media
data generally contains misspellings, and slang
words creating challenges for paraphrase detec-
tion tasks, which is absent in our dataset. Other po-
tential sources for curating a paraphrase dataset
include blogs, books, and various academic writ-
ings. Moreover, our dataset comprises roughly 9K
data leaving the scope for extending the dataset in
the future.

Ethical Considerations

Dataset Release: The Copy Right Act. 20002 of
People’s Republic of Bangladesh allows reproduc-
tion and public release of copyright materials for
non-commercial research proposals. We will re-
lease our BnPC dataset under a non-commercial
license. Publicizing other supplementary materi-
als like codes won’t cause any copyright infringe-
ments.

Annotators’ Compensation: All the annotators
participated voluntarily in this research work.

http://copyrightoffice.portal.
gov.bd/sites/default/files/files/
copyrightoffice.portal.gov.bd/law/
121de2e9_9bc9_4944_bfef 0al2af0864a5/
Copyright, 2000 (1) %20 (2) .pdf
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Quality Assurance of the Dataset: All the an-
notations were done by native Bangla speakers.
The Fleiss’ Kappa score of our dataset showed
substantial agreement, ensuring the quality of our
dataset.
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9. Appendix

9.1. Source Portals for Data Collection

Name Global Country

Ranking Ranking
prothomalo.com 500 4
jugantor.com 1,193 5
kalerkantho.com 1,646 6
jagonews24.com 1,691 7
bdnews24.com 1,573 8
bd-pratidin.com 2,106 12
banglanews24.com 3,238 16
dhakapost.com 4,545 17
banglatribune.com 3,319 18
ittefag.com.bd 3,652 21
samakal.com 7,497 27
24livenewspaper.com 7,811 35
rtvonline.com 8,901 36
somoynews.tv 5,275 37
newsbangla24.com 10,987 40
dainikshiksha.com 10,417 41
ntvbd.com 8,935 43
dailyingilab.com 9,745 44
anandabazar.com 3,415 50
mzamin.com 12,376 63
priyo.com 33,966 169
abplive.com 2,353 227

Table 9: Alexa ranking of different news portals.
(Collected on 08 October, 2021)

We used the Alexa ranking'® to gather news
from the most popular sites in the national and in-
ternational domains. The global ranking and rank-
ing in Bangladesh of the news portals are shown
in Table 9.

9.2. Discarded Sentence Pair Examples

While annotating the dataset, we found some sen-
tence pairs where the annotators could not agree
if it was a paraphrase or not. We called these sen-
tence pairs debatable. After careful analysis, we
found that these sentence pairs are usually partial
paraphrases, have partial information of the other
sentence, or have uncertain sentence pairs.

+ Partial Paraphrases: Partial paraphrase oc-
curs when a section of a complex sentence
incorporates the paraphrase of another sen-
tence.

+ Partial Information: One sentence lacks
some information, making it impossible to de-
termine if it is a paraphrase or not.

Bhnttps://www.alexa.com/topsites/
countries/BD
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» Generalization: Certain phrases is general-
ized in one sentence, while it is specific in the
other one.

All these issues create a problem to properly clas-
sify a pair as a paraphrase or not. Some debatable
sentence pairs are added in Table 10.


https://www.alexa.com/topsites/countries/BD
https://www.alexa.com/topsites/countries/BD

Sentence 1 Sentence 2 Reason
@R @ 3RS Qi ges [miE @rRfEoE fmr, B e zrmaRm

(Kohli’s Bangalore left empty handed this time) (Farewell to Kohli, Hyderabad survived) Partial
Gfae Gf i M3ced, qFeEe G0 (eI ferete U N — Paraphrase
(Biden ahead in the polls, yet how can Trump win) (The way Trump can win)

SR (T 7RISR (RS ACS FA1

(Apurba-Mehzabin got the honor) (Honor in the hands of Mehzabin)

TR A i (Mimi aﬁd Mini‘are.the dir.ectc;rs\.(?o](fﬁz[hfli T‘:Jllj':lla Partial
(Afsana Mimi in new responsibilities) P Information

Academy)

TIf9g ' 2O((56F ©fS 21! ol (T TS
(Decision not to take admission test of DU D unit)

BIRE T @32 5" 281D APCR A
(DU does not have 'D’ and 'F’ units)

(Aussie cricketer Dean Jones dies at hotel in
Mumbai)

qIATSRy Mee QT SR IR S

T@ 2R 2rs fF@oE

(The late famous cricketer suffered a heart
attack prematurely when he came to comment)

00 B2RE AT &

(Most vegetables touches 100)

IO (oRICER ey, AAGd e 5ol

(The market for onions and vegetables is also

booming)
TP (ACF AT 93,000 FAH
TEAIG (AF Wpo @i FHF o7 vz s AT e oS

(India is buying arms worth Rs 2,290 crore from
the United States)

(India will buy an additional 62,000 assault rifles
from the United States)

Generalization

Table 10: Examples of debatable sentence pairs.
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