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Abstract
Learner data comes in a variety of formats, making corpora difficult to compare with each other. Universal
Dependencies (UD) has therefore been proposed as a replacement for the various ad-hoc annotation schemes.
Nowadays, the time-consuming task of building a UD treebank often starts with a round of automatic annotation. The
performance of the currently available tools trained on standard language, however, tends to decline substantially
upon application to learner text. Grammatical errors play a major role, but a significant performance gap has
been observed even between standard test sets and normalized learner essays. In this paper, we investigate
how to best bootstrap the annotation of UD learner corpora. In particular, we want to establish whether Target
Hypotheses (THs), i.e. grammar-corrected learner sentences, are suitable training data for fine-tuning a parser
aimed for original (ungrammatical) L2 material. We perform experiments using English and Italian data from two of
the already available UD learner corpora. Our results show manually annotated THs to be highly beneficial and
suggest that even automatically parsed sentences of this kind might be helpful, if available in sufficiently large amounts.
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1. Introduction

In recent years, Second Language Acquisition
(SLA) has become more and more reliant on corpus
studies, to the point of Learner Corpus Research
becoming a well-established field, as attested by
the founding of the Learner Corpus Association1

and the institution of a dedicated journal2. Learner
data, however, comes in a variety of formats de-
pending on each corpus’ original purpose. This
makes such datasets difficult to reuse and hardly
comparable with each other. In this sense, lin-
guistic annotation in Universal Dependencies (UD)
(de Marneffe et al., 2021) is an appealing alter-
native to the various existing ad-hoc annotation
schemes. UD would in fact provide a uniform an-
notation layer not only across datasets, but also
across languages.

In particular, Lee et al. (2017) proposed L1-L2
parallel dependency treebanks, consisting of UD-
annotated learner sentences paired with correction
or target hypotheses (henceforth THs) as a replace-
ment for explicitly error-tagged corpora.3 The key
idea is that systematic cross-linguistically consis-
tent morphosyntactical annotation is sufficient for
retrieving grammatical errors via tree queries, as
demonstrated in Masciolini (2023). In addition, UD-
annotated data lends itself to comparative cross-
language studies and other types of analyses, both

1learnercorpusassociation.org
2benjamins.com/catalog/ijlcr
3In the expression “L1-L2 parallel dependency tree-

bank”, “L2” indicates original learner material, while “L1”
refers to THs, assumed to be native-liked.

quantitative and qualitative. L1-L2 treebanks of dif-
ferent sizes have been released for English (Berzak
et al., 2022), Chinese (Lee et al., 2023) and Italian
(Di Nuovo et al., 2023), and we have the medium-
term goal of releasing a fourth one based on the
Swedish Learner Language (SweLL) corpus (Volo-
dina et al., 2019).

Nonetheless, building a high-quality UD cor-
pus requires in-depth knowledge of the annotation
guidelines and remains a time consuming task even
for expert annotators. For this reason, most tree-
banks are, rather than annotated from scratch, the
result of a process where the output of an auto-
matic parser is used as a basis for manual valida-
tion and editing. The performance of off-the-shelf
UD parsers, however, is often unsatisfactory on
learner text, independent of the L2 and parser in
question (Huang et al., 2018; Di Nuovo et al., 2022;
Volodina et al., 2022; Sung and Shin, 2023).

In this paper, we address the problem of how to
best bootstrap the annotation of UD learner cor-
pora. More specifically, we hypothesize that part
of the decline in performance observed upon eval-
uating standard tools on L2 material is due to dif-
ferences between the training and test domain that
go beyond grammaticality. Learner sentences, for
instance, may be unidiomatic without necessarily
containing an error (cf. Table 1 for examples in En-
glish and Italian). Our research question therefore
becomes whether utilizing THs in the training of a
dependency parser is helpful for parsing original
learner sentences and, if so, whether automatically
annotated THs suffice for this use case.

To find out, we fine-tune an array of parsers on

learnercorpusassociation.org
benjamins.com/catalog/ijlcr
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learner sentence target hypothesis
en For electrical goods, there will be no any kind of

electrical products except computer.
Regarding electrical goods, there will not be any
kind of electrical product except computers.

it in quello momento era lei, che diventa furiosa! In quel momento era lei che diventava furiosa!

Table 1: Example sentence-correction pairs from the two datasets used in our experiments, the ESL and
VALICO-UD treebanks. The Italian sentence can be translated as “In that moment, she was the one who
was getting furious!”. Note how both THs are grammatically correct but might be perceived as unidiomatic:
a more proficient English speaker would probably use the word electronics rather than the expression
electrical goods/products, while native-like Italian speakers tend to use the inchoative verb infuriarsi more
than the construction diventare furiosi (literally “becoming furious”).

both manually and automatically annotated THs
from two largest available L1-L2 treebanks, the En-
glish as Second Language (ESL) treebank (Berzak
et al., 2022), and the VALICO-UD treebank of
learner Italian (Di Nuovo et al., 2023). We then
evaluate their performance on normative data, un-
seen THs and, crucially, original learner sentences,
comparing it with that of baselines trained on large-
scale reference treebanks.

2. Related work

Nonstandard language in general and learner lan-
guage in particular still pose significant challenges
for automatic annotation tools. Early experiments
using the Turbo parser (Martins et al., 2013) on
L1-L2 English data showed that grammatical er-
rors negatively affect parser performance (Berzak
et al., 2016). This was confirmed by a systematic
study on dependency parsing for learner English,
which concluded that, despite often misleadingly
high overall scores, all tools considered were vul-
nerable to grammatical errors (Huang et al., 2018).

More recently, Di Nuovo et al. (2022) evaluated
a UDPipe 2 model trained on standard Italian on
an L1-L2 treebank. They reported a substantial
decline in performance on L2 originals, but also a
more modest one on THs. Similarly, Volodina et al.
(2022) assessed the accuracy of the Sparv anno-
tation pipeline (Borin et al., 2016) on both original
and normalized L2 Swedish sentences from the
Swedish Learner Language corpus (SweLL) (Volo-
dina et al., 2022) as well as on a corpus of Swedish
course books, COCTAILL (Corpus of CEFR4-based
Textbooks as Input for Learner Levels’ modelling)
(Volodina et al., 2017). They observed both an
11-percentage-points performance gap between
the original L2 Swedish sentences and the course-
book material, and a significant - although smaller
- discrepancy between the latter and normalized
learner data. In addition, they reported a strong
correlation between the parsers’ performance on

4Common European Framework of Reference for lan-
guages.

L2 texts - both normalized and not - and their au-
thors’ CEFR-based proficiency level.

Work on parsers specifically meant for L2 ma-
terial is limited, although notably Sakaguchi et al.
(2017) combined dependency parsing with Gram-
matical Error Correction (GEC), building an error-
repairing parser for learner English. To the best of
our knowledge, however, all previous studies have
focused specifically on dealing with ungrammatical
input, while no attempts have been made to adapt
parsers to the broader domain of learner essays.

3. Parsing experiments

As mentioned in the introduction, our goal is to
find out whether corrections are suitable data for
fine-tuning a parser aimed for original learner texts.
To do that, we use MaChAmp (Massive Choice,
Ample tasks) (van der Goot et al., 2021) to train
and compare an array of models on both manually
annotated (gold) and automatically parsed (silver)
THs from two of the available L1-L2 treebanks.

MaChAmp is a toolkit that allows easy fine-tuning
of deep contextualized embeddings for a variety
of linguistic annotation tasks. It has been shown
to be especially beneficial in cases where multiple
datasets are available for the same task. This is ex-
actly our case, as we want to combine large-scale
UD treebanks of standard language with smaller,
domain-specific training sets derived from the afore-
mentioned learner treebanks.

In a nutshell, our approach consists of selecting a
suitable BERT (Bidirectional Encoder Representa-
tions from Transformers) model (Devlin et al., 2018)
and fine-tuning it for dependency parsing on the
largest UD treebank available for the language at
hand until its performance is comparable to that of
off-the-shelf tools. This leaves us with strong base-
lines to compare our specialized models with. We
then continue training on silver- and, when avail-
able, gold-annotated THs. In this further fine-tuning
step, the baseline pre-trained dependency parser
is specialized on the specific domain of normalized
learner essays. An alternative to this kind of se-
quential training would be building a single, larger
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treebank language # sentences
train dev test

EWT standard en 12544 2001 2077
ESL learner en 2×5124 2×100 2×5024

ISDT standard it 13121 564 482
VALICO-UD learner it 2×1613 2×233 2×398

Table 2: Summary of the datasets used in our ex-
periments. Note that ESL and VALICO-UD consist
of L1-L2 sentence pairs and that VALICO-UD’s de-
velopment set was sampled from its training set.

training set by mixing the reference treebanks with
the THs. Creating and experimenting with different
mixes, however, requires training multiple models
largely on the same reference data, with the en-
ergy and time costs this implies. Our approach, on
the other hand, only adds a few epochs of domain-
specific tuning to the more resource-intensive train-
ing of the baselines, which is only carried out once.

It must be kept in mind that our current aim is not
to build a general-purpose parser robust to learner
language, but to develop a simple method to maxi-
mize parsing performance on a highly specific do-
main, even at the cost of a significant performance
drop on standard language. This is because the
resulting parser is meant to be used to speed up a
single annotation effort. At the same time, however,
we are interested in assessing whether and to what
degree the introduction of THs negatively affects
model performance on the standard test sets. We
also want to compare the results obtained on orig-
inal L2 sentences, which remain at least partially
out-of-domain, with the performance on unseen
THs. For these reasons, we test all of our models
on all three evaluation sets at our disposal: that of
the reference treebank and, when it comes to the
learner corpora, both the L1 (TH) and L2 portions
of their respective test splits.

Even though our models are trained in a multi-
task setting,5 we focus on dependency annotation
in its strictest sense. This is both for the sake
of compactness and due to the fact that, when
it comes to learner language, dependency pars-
ing has been shown to be more problematic than
most other linguistic annotation tasks (Volodina
et al., 2022). We therefore evaluate our models
only in terms of Labelled and Unlabelled Attach-
ment Scores (henceforth LAS and UAS) (Kübler
et al., 2009), computed with the official CoNLL-18
evaluation script (Zeman et al., 2018).

5The Italian model produces complete CoNNL-U files,
while the English one is only trained for dependency
parsing and POS tagging, as the ESL treebank does
not provide any information regarding lemmatization or
morphological features.

3.1. English
In our first experiment, we fine-tune the original
monolingual English BERT model (Devlin et al.,
2018). We train our baseline on the UD English
Web Treebank (EWT), the gold standard depen-
dency corpus for English (Silveira et al., 2023),
using MaChAmp’s default hyperparameters. As
can be seen in Table 3, the resulting performance
even slightly surpasses the LAS and UAS scores re-
ported for the UDPipe 2.12 model trained on EWT
we use for comparison (Straka, 2023).6

The THs used in the additional fine-tuning passes
come from the English as a Second Language
(ESL) treebank (Berzak et al., 2022),7, which is in
turn based on the First Certificate in English (FCE)
corpus (Yannakoudakis et al., 2011). The latter is a
collection of short essays produced by learners with
widely different language backgrounds, all taking
the FCE exam, which assesses English at an upper-
intermediate level (B1 in terms of the CEFR) . As
indicated in Table 2, the ESL treebank consists of
10000+ manually annotated L1-L2 sentence pairs,
pre-split in a roughly same-sized training and test
set and a smaller development set. Unlike most
medium- to large-scale treebanks, ESL is manually
annotated completely from scratch, with the goal
of avoiding any potential annotation biases. Anno-
tation is however limited to dependency labels and
Part-of-Speech tags.

The default 20 training epochs were enough for
the baseline to learn from the standard-language
treebank. Consequently, on account of the training
set sizes, we do not expect this further fine-tuning
step to require more than 8 epochs. As MaChAmp
allows for epoch-wise monitoring of development
set performance scores, as well as because overfit-
ting is not the main concern for our use case, how-
ever, we set the limit to 10. We then train our first
specialized model, ft-gold, using the THs from the
gold-annotated train and development splits of the
ESL treebank. Indeed, most of the learning hap-
pens during the first 7 training epochs and scores
start oscillating slightly after epoch 8, but peak per-
formance on the development set is reached after
training for all 10 epochs. As a consequence, we
use the same settings for the ft-silver model. The
only difference between the two is the training data:
the latter uses automatically parsed versions of the
same sentences, obtained by re-annotating them

6Note, however, that the comparison between
MaChAmp UDPipe 2 scores is not exact, as the UD-
Pipe 2 model was trained and evaluated on the latest
versions of the treebank, which is in a format not yet fully
supported by MaChAmp. For this reason, all data was
preprocessed with the cleanup script provided as part of
the MaChAmp toolkit before using it with our models.

7This treebank is also known as the Treebank of
Learner English (TLE).
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EWT ESL L1 ESL L2
LAS UAS LAS UAS LAS UAS

baseline 91.79 93.64 86.43 90.18 85.21 89.38
ft-gold 84.32 88.67 98.92 99.65 95.28 97.05

ft-silver 86.61 90.55 90.70 93.44 89.32 92.46
UDPipe 2 90.56 92.62 90.70 93.44 89.42 92.51

Table 3: LAS and UAS scores for all three evalua-
tion sets for the full-scale English experiment.

with the same UDPipe 2 model used as a reference
for the baseline.

Results, summarized in Table 3, clearly show
gold-annotated THs to produce an important per-
formance improvement on ESL data over both the
MaChAmp baseline and the UDPipe pretrained
model. Fine-tuning on automatically annotated THs
results in a more modest improvement over the
MaChAmp baseline, but is substantially equivalent
to using the UDPipe 2 EWT model. The latter, in
fact, seems to have much better cross-domain gen-
eralization capabilities than our baseline, to the
point that it performs slightly better on the THs than
on its own test set. Finally, we note that the scores
on the EWT evaluation set are higher for the ft-
silver model than for ft-gold. This is unexpected,
but possibly due to the fact that the silver-annotated
THs follow the exact same annotation conventions
as the EWT, as the UDPipe 2 model has been
trained on the EWT itself.

3.2. Italian
We repeat the same experiment with Italian data.
This time, the starting pretrained model is an Italian
BERT (MDZ Digital Library team at the Bavarian
State Library, 2021) and the baseline trained on
the Italian Standard Dependency Treebank (ISDT)
(Simi et al., 2023).

Learner data comes from the VALICO-UD corpus
(Di Nuovo et al., 2022), a UD-annotated subset of
the VALICO (Varietà Apprendimento Lingua Italiana
Corpus Online, “online corpus of learner varieties
of the Italian language”), an L2 Italian learner cor-
pus elicited by comic strips (Corino et al., 2017).
VALICO-UD comprises 237 texts written by L2 Ital-
ian learners, all native speakers of one of four West-
ern European languages (English, French, German
and Spanish). While there is no mention of CEFR
levels, proficiency can be to some extent inferred
from reported years of study, ranging from 1 to 4.
VALICO-UD is therefore more homogeneous than
the ESL treebank in terms of L1 backgrounds, but
much more heterogeneous when it comes to pro-
ficiency. As displayed in Table 2, VALICO-UD is
over four times smaller than its English counterpart
in terms of total size. Furthermore, only its test set
is manually validated, while the rest of the data is

ISDT VALICO-UD L1 VALICO-UD L2
LAS UAS LAS UAS LAS UAS

baseline 93.64 95.21 89.25 91.86 85.99 89.94
ft-silver 89.96 93.15 88.49 91.46 85.59 89.77
UDPipe 2 93.34 94.96 90.22 92.86 87.69 91.61

Table 4: LAS and UAS scores for all three evalua-
tion sets for the Italian experiment.

automatically parsed with the UDPipe 2.12 ISDT
model, meaning that it is not impossible to fine-tune
on gold-annotated THs.

Nonetheless, we are interested in seeing whether
the improvement over the MaChAmp baseline ob-
served upon fine-tuning on silver THs in the English
experiment can be replicated on a different dataset
and, most importantly, with less training instances
at our disposal. Since VALICO-UD does not come
with a development set, we build one by randomly
sampling sentences from the training data. The
resulting development set is 10% of the total size of
the corpus. In terms of hyperparameters, we stick
to the same values used for the English experiment.

Unsurprisingly, results for this smaller dataset
are less conclusive. Table 4 shows a pattern that
is only partially similar to that of Table 3. On the
one end, the performance of the fine-tuned model
does decrease on the standard-language treebank
while staying relatively high on the L1 and L2 eval-
uation sets. At the same time, however, none of
the MaChAmp-based models outperforms UDPipe
on learner data, even if the MaChAmp baseline is
marginally better on standard Italian.

3.3. Reducing the training set size
A simple explanation for the differences observed
between the ESL and VALICO-UD-tuned silver
models could be that the size of the Italian train-
ing set is too small to learn from THs. To test this
hypothesis, we rerun the English experiment on a
smaller sample of the ESL treebank, identical to the
VALICO-UD training set in terms of number of sen-
tences. Results, reported in Table 5, support this

EWT ESL L1 ESL L2
LAS UAS LAS UAS LAS UAS

baseline 91.79 93.64 86.43 90.18 85.21 89.38
ft-gold-sample 84.11 88.70 94.53 96.50 92.21 94.82

ft-silver-sample 86.27 90.32 90.46 93.24 88.95 92.18
UDPipe 2 90.56 92.62 90.70 93.44 89.42 92.51

Table 5: Scores for a smaller-scale English experi-
ment, conducted by fine-tuning on a 1613-sentence
ESL sample. We invite the reader to compare these
results with those reported in Table 3 (same lan-
guage, different training set size) and Table 4 (dif-
ferent language, same training set size).
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only in part. If, as expected, both fine-tuned models
are negatively affected by the lower amount of train-
ing instances, with ft-silver-sample never reach-
ing UDPipe 2 performance, the ft-gold-sample
model still performs better than UDPipe 2 on ESL
data, although by a smaller margin than its fully-
tuned counterpart, ft-gold. Furthermore, the differ-
ence between ft-silver-sample and ft-silver is
almost negligible, suggesting that 1613 sentences
should be sufficient to observe an improvement at
least over the MaChAmp baseline.

We therefore speculate that the differences ob-
served between the full-scale English and Italian
experiments may also depend on the fact that
VALICO-UD, includes even beginner-level written
productions, making the gap between ISDT and
VALICO-UD generally wider than that between
EWT and ESL. The more significant performance
gap between standard and learner data observed
when testing the UDPipe model on Italian data
seems to confirm this second hypothesis.

4. Concluding remarks

In this paper, we tried to establish whether fine-
tuning a dependency parser on THs results in bet-
ter performance on learner language. This was
based on the hypothesis that the performance drop
usually observed when applying an off-the-shelf
parser on L2 data might not be exclusively due to
the presence of grammatical errors, but also to the
fact that standard tools are generally not trained on
learner essays, which are therefore out-of-domain
even when grammatically correct.

The results of our experiments on ESL data
strongly suggest that gold-annotated THs are in-
deed helpful, although the generalizability of this
finding can only be confirmed by repeating them on
a different, fully manually annotated dataset, which
is however not available at the time of writing.

Based on the results of this first experiment, in
any case, we recommend initiating the annotation
of a new L1-L2 corpus by validating the THs (or, if
time allows it, by manually annotating them from
scratch). While still requiring skilled UD annotators,
this is a relatively straightforward task compared
to annotating actual learner language, as the latter
requires the development of new guidelines to deal
with grammatical errors consistently. The resulting
gold-annotated THs can then be used to fine-tune
a parser that should help bootstrap the more chal-
lenging process of analyzing L2 originals. In the
best of cases, this would leave the annotators with a
treebank where only the ungrammatical segments
require manual editing.8 In the near future, we plan

8As long as a good GEC pipeline is in place to gen-
erate the THs, this strategy should also be applicable to
L2-only treebanks.

on testings this strategy on the Swedish data at our
disposal.

Whether silver THs are useful is unclear. While
the English experiments seems to indicate that
automatically annotated corrections can benefit a
MaChAmp model and therefore help in the absence
of a good pretrained parser, the results on VALICO-
UD seem to contradict this finding in a way that can-
not be explained solely by differences in dataset
size. In this sense, further experiments with other
L1-L2 treebanks are necessary, but not immedi-
ately possible. The aforementioned CFL (Chinese
as a Foreign Language), the only other manually
annotated treebank of this kind, consists of a mere
451 sentences, which makes it to small to generate
training, development and test splits. At the same
time, none of the larger learner corpora with tar-
get hypotheses comes with any extent of manual
UD-annotation, which is however crucial for experi-
ments like the ones described in this paper at least
for the evaluation step. This further motivates us to
proceed with the creation of a high-quality Swedish
L1-L2 treebank.

An interesting byproduct of our parser evalua-
tion is the observation that the ability to gener-
alize to out-of-domain data appears to be much
better for UDPipe 2 models than for MaChAmp-
based parsers, even if no overfitting is observed
when evaluating the latter on an in-domain test set.
This deserves further investigation, possibly in the
context of a more systematic comparison of the
cross-domain generalization capabilities of several
mainstream UD parsers. When training a highly
domain-specific tool, however, MaChAmp, is a pow-
erful, easy-to-configure alternative, as exemplified
by the excellent performance obtained with the ft-
gold EWT + ESL model, whose training did not
even require a hyperparameter search. Building
development sets that combine standard and non-
standard language should also make it possible to
train more robust MaChAmp models.
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