
Proceedings of the 23rd Workshop on Biomedical Language Processing, pages 740–747
August 16, 2024. ©2024 Association for Computational Linguistics

740

MLBMIKABR at “Discharge Me!”: Concept Based Clinical Text
Description Generation

Abir Naskar
Computing and Information Systems

University of Melbourne
Parkville VIC 3052

AUSTRALIA
anaskar@student.unimelb.edu.au

Jane Hocking
Population and Global Health

University of Melbourne
Parkville VIC 3052

AUSTRALIA
j.hocking@unimelb.edu.au

Patty Chondros
General Practice and Primary Care

University of Melbourne
Parkville VIC 3052

AUSTRALIA
p.chondros@unimelb.edu.au

Douglas Boyle
General Practice and Primary Care

University of Melbourne
Parkville VIC 3052

AUSTRALIA
dboyle@unimelb.edu.au

Mike Conway
Computing and Information Systems

University of Melbourne
Parkville VIC 3052

AUSTRALIA
mike.conway@unimelb.edu.au

Abstract

This paper presents a method called Concept
Based Description Generation, aimed at creat-
ing summaries (“Brief Hospital Course” and
“Discharge Instructions”) using source (“Dis-
charge” and “Radiology”) texts. We propose
a rule-based approach for segmenting both the
source and target texts. In the target text, we not
only segment the content but also identify the
concept associated with each segment based on
text patterns. Our methodology involves cre-
ating a combined summarized version of each
text segment, extracting important information,
and then fine-tuning a Large Language Model
(LLM) to generate aspects. Subsequently, we
fine-tune a new LLM using a specific aspect,
the combined summary, and a list of all as-
pects to generate detailed descriptions for each
task. This approach integrates segmentation,
concept identification, summarization, and lan-
guage modeling to achieve accurate and infor-
mative descriptions for medical documentation
tasks.

1 Introduction

The “Discharge Me!” (Xu et al., 2024) task within
the BioNLP workshop at the Annual Meeting of the
Association for Computational Linguistics (ACL)

2024 aims to automate the generation of “Brief
Hospital Course” and “Discharge Instructions” sec-
tions in discharge notes. These notes are derived
from a subset of the MIMIC-IV-Note (Johnson
et al., b) and MIMIC-IV-ED (Johnson et al., a)
datasets. Hosted on Codabench, the competition
provides defined training, validation, and testing
sets comprising 109,168 emergency department
admissions.

Document statistics from the training data (Ta-
ble 2 of Appx. A.2) reveal that the average size of
the “text” field in Discharge data exceeds 4200 to-
kens, with over 65,000 documents containing more
than 2000 tokens. In this task’s dataset, each dis-
charge summary includes a “Brief Hospital Course”
section, typically situated after patient history and
current treatments, and a “Discharge Instructions”
section, commonly found towards the note’s con-
clusion. Evaluation metrics such as BLEU-4 (Pap-
ineni et al., 2002), ROUGE-1, ROUGE-2, ROUGE-
L (Lin, 2004), BERTScore (Zhang et al., 2020),
Meteor (Banerjee and Lavie, 2005), AlignScore
(Zha et al., 2023), and MEDCON (Yim et al., 2023)
focus on assessing the textual similarity and factual
correctness of the generated text.

Our approach focused on managing source data
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Figure 1: Overview of Concept Based Description
Generation for generating the "Brief Hospital Course"
and "Discharge Instructions" from Discharge and Radi-
ology text.

size and generating target output systematically to
capture crucial information effectively. We aimed
to condense lengthy documents while retaining
essential details by using a rule-based segmenta-
tion method and appropriate prompts for extracting
summaries without compromising important infor-
mation. This strategy allowed us to compress large
documents while preserving necessary data for tar-
get text generation.

We aim to generate the target text in a structured
format by creating summaries that describe specific
topics related to the task. These topics are referred
to as “concepts”. A concept can encompass various
subjects such as patient instructions, medication
details, disease information, etc. An example of
such a concept is illustrated in Appx. A.1.

Hence, next part of our approach unfolds in two
phases. First, we predict the concepts relevant to
summarized text. Then, leveraging these concepts,
we generate descriptions from the same input text.
This process allows us to tailor responses effec-
tively, as the concepts are inherently task-specific,
enhancing the accuracy and relevance of our gener-
ated content.

2 Related Works

Document summarization, including Query-
focused Summarization (QFS), has made signif-
icant progress in recent decades. QFS targets spe-
cific query information, providing concise answers
from retrieved documents. BayeSum by Daumé III
and Marcu (2006) leverages multiple documents
for state-of-the-art results in query-focused sum-
marization. Vig et al. (2022) explored neural ap-

proaches, highlighting their versatility. Baumel
et al. (2018) addressed challenges in extractive
methods for effective QFS. These efforts show-
case diverse strategies in advancing query-focused
document summarization.

Varadarajan and Hristidis (2006) introduced
query-specific document summarization methods.
Additionally, Fu et al. (2020) explored concept ex-
traction in clinical contexts, automatically identify-
ing predefined clinical concepts from unstructured
text.

HEPOS by Huang et al. (2021) introduces an in-
novative encoder-decoder attention mechanism for
scalable long document summarization, process-
ing ten times more tokens than traditional models.
Moro and Ragazzi (2022) developed the semantic
self-segmentation approach to overcome memory
limitations in transformer architectures, particu-
larly beneficial in law domains. Grail et al. (2021)
proposed a hierarchical propagation layer to en-
hance reasoning in long document summarization.
Pang et al. (2023) suggested a hierarchical infer-
ence framework improving summarization models’
performance on lengthy texts. Koh et al. (2022)
conducted a survey for evaluating research progress
and future directions in long document summariza-
tion.

Efforts focus on training Large Language Mod-
els (LLMs) with medical data, like MIMIC-III
(Johnson et al., 2015). Asclepius-R (Kweon et al.,
2024) is a specialized clinical large language model
trained on synthetic clinical notes created from pub-
licly available case reports, designed to handle pa-
tients’ clinical notes while addressing privacy and
accessibility challenges. BioMistral (Labrak et al.,
2024) is tailored for biomedical text, showing supe-
rior performance in question-answering and across
languages, supporting research in healthcare.

3 Methods

Our pipeline, outlined in Figure 1, consists of
four stages and uses three of the six provided
data files. The “text” fields from the “radi-
ology” and “discharge” files serve as source
documents, while the “discharge_instructions”
and “brief_hospital_course” fields from the “dis-
charge_target” data are used for target summaries.

The first stage involves segmenting documents
into distinct segments using predefined rules for
both source and target data. In the second stage, we
use open Large Language Models (LLMs) to gen-
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erate segment-wise summaries, extracting essential
information from each segment of the source text
and combining these into a condensed version. For
the target texts, we determine the concept for each
segment by training LLMs to predict and describe
concepts from the summarized text. This process
is repeated for both the “Discharge Instruction”
and “Brief Hospital Course” tasks. Finally, the
extracted concepts and descriptions are combined
and presented as the output for each task.

3.1 Source Document Segmentation
Two datasets serve as the source texts for our anal-
ysis: Discharge and Radiology data. A sample
snippet from each dataset is illustrated in Figure
2 of Appx. A.1. To segment these documents ef-
fectively, we employed distinct strategies tailored
to the common patterns found within each dataset.
Discharge texts typically contain substantial con-
tent and exhibit various types of noise, such as
multiple spaces, spaces between new lines, and
multiple equal signs used as dividers. Our initial
step involves noise removal from both text types.
For the Discharge data, we segment the text sec-
tions using three consecutive new line characters
(“\n\n\n”). Subsequently, we examine specific char-
acters—such as colon (“:”), double star (“**”),
hash (“#”), and dash (“-”)—present in the first line
of each segment. If these characters are absent, we
merge the segment with its preceding one.

Similar segmentation processes are applied to
the Radiology texts, albeit with slight modifica-
tions. Here, we split the documents using double
new line characters (“\n\n”) and search solely for
the colon (“:”) character in the first line of each seg-
ment. Segments lacking this character are merged
with the previous segment.

3.2 Target Document Segmentation and
extracting Concepts

Segmenting target document texts involves both
dividing the text and identifying concepts for each
segment. Figure 3 of Appx. A.1 shows segments
paired with their corresponding concepts, which de-
scribe the segment’s content. This pattern, though
not universal, is common in many documents. Be-
fore segmentation, we reduce noise by removing
multiple spaces, single spaces, or periods between
new lines, and replacing multiple equal signs with
a new line character.

Subsequently, we split the entire text of both
types using two newline characters (“\n\n”). For the

“discharge_instructions” text, we identify common
keywords like “Activity”, “Medications”, “What
was done?”, “Why was I admitted to the hospital?”
etc. as target concepts for generated text. Segments
are retained if the first line is in all capital letters
or if a colon character is present in the first line
of each segment. Otherwise, segments are merged
with their preceding segment. The concept key is
extracted from text is the portion before the colon
character in the first line of each segment, or from
text in capital letters at the beginning of each seg-
ment. In cases where no concept key is found, we
assign the concept as Uncategorizedi where i enu-
merates uncategorized cases. The first segment’s
concept is set as Start if no concept is identified
using the aforementioned method.

A similar methodology is applied to the
“brief_hospital_course” text, where we lack a pre-
defined list. After denoising the text, we split the
document as before and retain segments if the first
line contains a colon, starts with a hash or greater
than sign (“>”), or is in all capital letters. The
concept for each segment is determined by text pre-
ceding a colon, dash, or full stop sign in the first
line, or by text in all capital letters.

3.3 Summarization
The primary objective of our summarization pro-
cess is to condense document size while retaining
crucial information. To achieve this goal, we avoid
running the summarization model on the entire doc-
ument due to the risk of potential loss of important
details, especially in longer documents. Instead,
we employ a specific prompt before each segment,
which is given in Table 3 of Appx. A.3.

The summarization model is then applied solely
to the source text and to each text segment from
both the discharge and radiology reports. The sum-
maries generated for each segment corresponding
to each report are combined, resulting in a new
concise report for each type of report. This helps
reduce the document size with minimal information
loss.

3.4 Concept Generation
Concepts play a pivotal role in our generation
task, as they define the structure of the gener-
ated text for each query. To facilitate this, we
train a Large Language Model (LLM) for each
task—generating “brief_hospital_course” and “dis-
charge_instructions”. These models take the con-
densed versions of discharge and radiology texts
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Metric Performance
BLEU 0.04
ROUGE-1 0.21
ROUGE-2 0.1
ROUGE-L 0.13
BERTScore 0.18
Meteor 0.30
AlignScore 0.20
MEDCON 0.19
Overall 0.17

Table 1: Performance of Proposed model on Phase-2
test data

as input and generate a list of concepts extracted
through our earlier methods.

In our approach, the prompt (Table 4 of Appx.
A.4) provided to the model includes the summa-
rized text along with a query aimed at identifying
all concepts present in the text. The model’s re-
sponse provides all identified concepts, with each
concept listed on a new line for clarity and orga-
nization. This method ensures that the generated
text aligns with the extracted concepts, shaping the
output according to the underlying structure of the
input data.

3.5 Concept Based Description Generation

The concepts we extract from the previous sec-
tion serve as directives for our model, guiding it to
generate concise and relevant descriptions. These
extracted concepts provide a roadmap for the gen-
erator, indicating the specific topic it should fo-
cus on. Our approach involves training a model
that takes summarized text as input, along with a
comprehensive list of concepts extracted using the
method described earlier. We then train a Large
Language Model (LLM) for each task, with each
task designed to answer a question based on the
input text.

We provide response as in Table 4 of Appx. A.4.
The model’s response is expected to be a descrip-
tion of that particular concept only. Once we have
obtained all concepts and their corresponding de-
scriptions for each task, we combine them to gener-
ate the final output text. In the combination process,
we can exclude concepts such as “uncategorized”
or “start” to enhance the naturalness of the output.
This method allows us to generate well-structured
and explanatory output for each task, resulting in a
coherent and informative final text.

4 Results and Discussion

The “Discharge Me!” dataset comprises train-
ing (68,785 samples), validation (14,719 samples),
phase I testing (14,702 samples), and phase II test-
ing (10,962 samples) datasets, all sourced from
MIMIC-IV submodules. It is worth noting that the
phase II testing dataset, set for release on April
12th, 2024, will serve as the final evaluation test
set. Due to time constraints, we were unable to
execute our model on the entire dataset, ultimately
utilizing a subset of 10,000 samples for training
purposes. During the generation of summaries us-
ing the BioMistral-7B model (Labrak et al., 2024),
we set the temperature to 0.0 to ensure determin-
ism in our results. This controlled setting aimed
to maintain consistency in the generated outputs
during our experiments.

We proceeded to fine-tune the same model sep-
arately for four distinct tasks: concept genera-
tion and subsequent description generation cor-
responding to each concept, aimed at generating
the "Brief Hospital Course" and "Discharge In-
structions" sections. This fine-tuning process in-
volved adopting the instruction tuning method,
implemented using the Supervised Fine-tuning
Trainer 1. We configured the parameters as follows:
max_seq_length = 4096, learning_rate =
2e − 4. To reduce memory size, we utilized 4-
bit quantization, and for Low-Rank Adaptation
(Mangrulkar et al., 2022), we set rank = 64,
alpha = 16, and dropout = 0.1. The model
underwent training for 5 epochs, employing a train-
ing batch size of 4 and an evaluation batch size of
20. These parameter settings were chosen to strike
a balance between training efficiency and model
performance across the different tasks.

In Table 1, we present the metrics proposed by
the task organizers, which were calculated based
on the outputs generated by our model. These met-
rics encompass a comprehensive evaluation of the
model’s performance across various dimensions
specified by the Discharge Me task. The calcula-
tions were performed using Codabench. Addition-
ally, for transparency and reproducibility, the task
organizers have provided a Python script2 for scor-
ing, ensuring consistency and facilitating further
analysis of our model’s results.

1https://huggingface.co/docs/trl/en/sft_
trainer

2https://github.com/Stanford-AIMI/
discharge-me/tree/main/scoring

https://huggingface.co/docs/trl/en/sft_trainer
https://huggingface.co/docs/trl/en/sft_trainer
https://github.com/Stanford-AIMI/discharge-me/tree/main/scoring
https://github.com/Stanford-AIMI/discharge-me/tree/main/scoring
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5 Conclusion

In conclusion, this paper describes our participa-
tion in the DischargeMe shared task, which in-
volved generating summaries of hospital course
and discharge reports using MIMIC-IV data. Our
approach included data segmentation, concept iden-
tification and description, prompt-based summa-
rization, and training models for concept extraction
and description generation. We used pre-trained
and fine-tuned Large Language Models (LLMs) to
produce structured, informative summaries. Future
work will compare different models and prompts
and explore advanced data segmentation techniques
to improve accuracy and efficiency.

6 Limitations

Our work faces challenges such as the necessity
to summarize each text segment, limitations of
rule-based methods, handling long segments with
threshold limits, and dependence on the model and
prompt used. Time constraints have hindered com-
prehensive comparisons of different models and
prompts. We plan to develop a new model for bet-
ter segmenting lengthy documents. The success of
our generation task depends on accurate concept
generation, as poor summarization impacts overall
quality. These challenges highlight the complex-
ity of the task and need for ongoing research and
improvement.
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A Appendix

A.1 Source and Target Text Segments
As described in Sections 3.1 and 3.2, Figures 2
and 3 illustrate the segmentation of source and
target texts, respectively. In Figure 2, different
segments are denoted by various colors. In Figure
3, all segments are separated, with the blue parts
representing the concepts and the corresponding
text in yellow serving as their descriptions.

A.2 Training Data Statistics
The training data statistics are presented in Table
2. It shows the minimum, maximum, and average
document token lengths for both source and target
texts arranged against “hadm_id”. The table also
categorizes the documents based on token length
into three groups: less than 500, between 500 and
2000, and more than 2000 tokens. From the table,
we can observe that the source discharge texts are
typically very long, whereas the target discharge
instruction texts are usually short.

A.3 Prompt for Summarization
In Table 3, we provide the prompt used for sum-
marizing all text segments to ensure minimal loss
of important information. We use this prompt with
BioMistral-7B-DARE to generate summaries for
each segment.

A.4 Prompt for Fine-tuning Model
In Table 4, we provide the prompt used to train the
LLM to generate the “Concept” and the correspond-
ing description. This table depicts two prompt tem-
plates. The first template is used for extracting
concepts from the summarized source text. The
second template generates a description of a par-
ticular concept given the same summarized source
text and the list of all extracted concepts.
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Min token
length

Max token
length

Avg token
length

<500
>500
<2000

>2000

Radiology 34 48980 1491.7 19762 34184 14839
Discharge 510 21087 4263 0 3186 65599
Discharge
instruction

12 8935 332.6 57328 11378 79

Brief hospital
course

13 6959 635.6 32068 35654 1063

Table 2: Data statistics for the given training corpus, calculated using Mistral Tokenizer (Labrak et al., 2024)

Figure 2: The rule based text segmentation for 1. Discharge text 2. Radiology text. Two consecutive segments are
marked by different colors.

Prompt for Summarization
You are an intelligent clinical language model.
Below is a snippet of patient’s discharge summary and a following instruction from healthcare professional.
Write a response that appropriately completes the instruction.
The response should provide the accurate answer to the instruction, while being concise.

[Discharge Report Begin]
{text_segment}
[Discharge Report End]

[Instruction Begin]
Summarize the text in very concise form, only keep the important information.
[Instruction End]

Table 3: Prompt for summarization task of each text segment
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Figure 3: The rule based text segmentation for 3. Discharge Instruction 4. Brief Hospital Course. The Concepts are
marked in yellow followed by corresponding description in blue.

Prompt for Extraction of Concept
### Instruction:
Below is a input context which contains the summaries of discharge and radiology reports followed by a question.
Generate the response for the question using the context.

### Input:
{Summarised Source Text}

### Question:
What are the possible aspects for {discharge instruction / brief hospital course} in the above document?

Prompt for Generation of Description Corresponding to Concept
### Instruction:
Below is a input context which contains the summaries of discharge and radiology reports followed by a question.
Generate the response for the question using the context.

### Input:{Summarised Source Text}

### Concepts:
{List of Concepts}

### Question:
Describe the concept Ci based on the above text.

Table 4: Prompt Template for Fine-tune a LLM to generate Concept and Corresponding Description
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