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Abstract

In this paper we present our system for the
BioNLP ACL’24 "Discharge Me!" task on au-
tomating discharge summary section genera-
tion. Using Retrieval-Augmented Generation,
we combine a Large Language Model (LLM)
with external knowledge to guide the gener-
ation of the target sections. Our approach
generates structured patient summaries from
discharge notes using an instructed LLM, re-
trieves relevant "Brief Hospital Course" and
"Discharge Instructions" examples via BM25
and SentenceBERT, and provides this context
to a frozen LLM for generation. Our top sys-
tem using SentenceBERT retrieval achieves an
overall score of 0.183, outperforming zero-shot
baselines. We analyze performance across dif-
ferent aspects, discussing limitations and future
research directions.

1 Introduction

Generating detailed clinical notes in Electronic
Health Records (EHRs) is a time-consuming task
that can lead to clinician burnout and operational
inefficiencies in healthcare systems. The BioNLP
ACL’24 Shared Task, "Discharge Me!" (Xu et al.,
2024), aims to automate the generation of criti-
cal discharge summary sections using natural lan-
guage processing (NLP). While large language
models (LLMs) like GPT-4 (OpenAI et al., 2024)
and Llama-3 (Meta, 2024) have advanced NLP ca-
pabilities, they can produce hallucinations when en-
countering out-of-distribution queries (Zhang et al.,
2023).

The Retrieval-Augmented Generation (RAG)
framework aims to mitigate hallucinations in large
language models (LLMs) by combining external
knowledge retrieval with LLM generation (Lewis
et al., 2020; Ma et al., 2023). A Naive RAG ap-
proach involves indexing data into vectors, retriev-
ing relevant vectors for a given query, and provid-
ing the retrieved context to a frozen LLM. How-

ever, this naive implementation often suffers from
limitations in retrieval precision, recall, and gen-
eration quality. Notwithstanding, we evaluate the
efficacy of a Naive RAG framework for the "Dis-
charge Me!" task. Section 3 describes our system
methodology and presents our results. Section 4
analyzes the limits of our approach and outlines
prospective research areas for improvement.

2 Task Description

The BioNLP ACL’24 Shared Task, ‘Discharge
Me!", focuses on streamlining the clinical docu-
mentation process by automating the generation of
two critical sections in discharge summaries: "Brief
Hospital Course" and "Discharge Instructions". By
reducing the time and effort clinicians expend on
writing these detailed notes in electronic health
records (EHRs), we can alleviate administrative
burden, minimize clinician burnout, and ultimately
improve operational efficiencies and patient care
quality.

2.1 Dataset Description

For this shared task, participants are provided
with a dataset derived from the MIMIC-IV-Note
and MIMIC-IV-ED submodules. The shared task
dataset contains 109, 168 visits to the Emergency
Department (ED). Each visit consists of chief com-
plaints documented by ED physicians, ICD diag-
nosis codes (either ICD-9 or ICD-10), at least one
associated radiology report, and the full discharge
summary text which includes the "Brief Hospital
Stay" and "Discharge Instructions" sections, among
others. The dataset is split into training (68, 785
samples), validation (14, 719 samples), phase I test-
ing (14, 702 samples), and phase II testing (10, 962
samples). The chief goal is to develop a system
that can generate the two target sections given the
available data for each visit.
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2.2 Evaluation

For evaluating the participants’ systems, a hidden
subset of 250 samples from the test phase I and
test phase II is used. The evaluation framework is
composed of a diverse array or metrics that cap-
ture both textual similarity and factual correctness
aspects of the generated texts. Concretely, the
following metrics are used: BLEU-4 (Papineni
et al., 2002), ROUGE-1, ROUGE-2, ROUGE-L
(Lin, 2004), BERTScore (Zhang et al., 2020), Me-
teor (Banerjee and Lavie, 2005), AlignScore (Zha
et al., 2023), and MEDCON (Yim et al., 2023).
The final overall system score is a composite mea-
sure derived by combining the scores across all
evaluation metrics and both target sections.

3 Methods & Results

3.1 Structured Patient Summary Generation

The first step in our approach involved generat-
ing structured JSON summaries from the patient
discharge summaries. This process extracted and
organized relevant information for generating the
"Brief Hospital Course" and "Discharge Instruc-
tions" sections, critical components of discharge
documentation..

We leveraged the capabili-
ties of an LLM, specifically1 the
mistralai/Mistral-7B-Instruct-v0.2 model,
to facilitate this preprocessing step. The vllm
(Kwon et al., 2023) library was utilized for interact-
ing with the LLM, while the lmformatenforcer2

library ensured character-level parsing and schema
enforcement.

Our pipeline consisted of the following steps:

1. Data Masking: To ensure that the LLM gen-
erated summaries based solely on the avail-
able information, we masked the "Discharge
Instructions" and "Brief Hospital Course" sec-
tions from the input discharge summaries.

2. Prompt and Schema Design: A carefully
crafted prompt template, presented in table 1,
was designed to guide the LLM in generating
structured JSON summaries. Additionally, we
defined a Pydantic data model to serve as the
schema for the desired JSON output format.

1The LLM is available at: https://huggingface.co/
mistralai/Mistral-7B-Instruct-v0.2

2The library is available at: https://github.com/
noamgat/lm-format-enforcer

3. LLM Inference: For each masked discharge
summary, we employed the LLM to gener-
ate two structured JSON summaries using the
defined prompt template. One summary ex-
cluded the "Discharge Instructions section",
while the other omitted the "Brief Hospital
Course section".

The structured summaries (mentioned in step 2)
aimed to captured essential patient information like
demographics, medical history, reason for admis-
sion, findings, treatments, and discharge condition.
This structured input aimed to reduce noise and pre-
vent hallucinations in subsequent generation steps.

3.2 Zero-shot Generation

We first established a baseline by conducting exper-
iments with a zero-shot generation approach, us-
ing themistralai/Mistral-7B-Instruct-v0.2
model. The primary objective was to generate "Dis-
charge Instructions" and "Brief Hospital Course"
texts directly from the patient information in JSON
format, without relying on fine-tuning or RAG tech-
niques.

To guide the language model, we designed two
ad-hoc prompt templates: one for "Discharge In-
structions" and another for "Brief Hospital Course"
summaries. These templates, created by us and
not defined by medical professionals, included de-
tailed instructions and placeholders for the patient
JSON data. The "Discharge Instructions" template
provided guidelines for generating a 300-400 word
summary, covering aspects like greeting the patient,
summarizing the hospital course, listing medica-
tions, and providing follow-up instructions. The
"Brief Hospital Course" template aimed to produce
a 400-600 word text, organized by active and in-
active issues or organ systems, summarizing di-
agnostic findings, treatments, procedures, and the
patient’s response to treatment.

One notable limitation of using these ad-hoc
prompt templates was the lack of grounding in ex-
ternal knowledge sources. The model relied solely
on the information provided in the patient JSON,
which may not always be comprehensive or suf-
ficient for generating accurate and detailed sum-
maries. Consequently, the generated summaries
could sometimes miss important details, include ir-
relevant information, or lack the necessary context
for certain medical terms or procedures.

To address these limitations and enhance the
quality of the generated summaries, we explored

https://huggingface.co/mistralai/Mistral-7B-Instruct-v0.2
https://huggingface.co/mistralai/Mistral-7B-Instruct-v0.2
https://github.com/noamgat/lm-format-enforcer
https://github.com/noamgat/lm-format-enforcer
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Instruction: Generate a detailed "Brief Hospital Summary" in a structured format following a provided
schema. The "Brief Hospital Summary" should include information about the patient’s demographics,
primary reason for admission, chief complaint, relevant past medical history, diagnostic findings, diagnosis,
treatments provided, patient’s response to treatment, consultations with other specialties, medication
changes and adjustments, discharge condition and disposition, and follow-up plans, follow-up care
instructions, and scheduled appointments.
Ensure that the extracted information is concise, clear, and captures the essential aspects of the patient’s
hospital course. Review the organized information for completeness and accuracy, and refine or rephrase
any unclear or ambiguous information.
Schema: patient_demographics, age, gender, name, reason_for_admission, chief_complaint,
relevant_history, diagnosis, diagnostic_findings, imaging, labs, procedures,
treatments, consultations, medications, medication_changes, discharge_condition,
discharge_disposition, follow_up_instructions.
Context:
[Clinical note(s) will be provided here]

Table 1: Patient Hospital Summary Prompt Template

RAG implementations, which are discussed in the
subsequent section.

3.3 Retrieval Augmented Generation
To further enhance the LLM’s generative capabil-
ities, we sought to combine its parametric mem-
ory with non-parametric memory by enriching the
prompt’s context with relevant examples retrieved
from an external dataset. Specifically, given an
input x (a patient’s JSON summary), we employ
retrieval functions (defined later) to fetch the k
most similar discharge instructions or brief hos-
pital course texts from the Discharge Me training
set D. This process generates an k-shot prompt,
thereby providing the LLM with additional context
to inform its responses.

During the retrieval process, we calculate the
relevance scores for all examples d ∈ D using
two retrieval functions. For retrieval function A
(BM25) (Robertson et al., 1995) the relevance score
of a document d to a query x is calculated based
on the frequency of query terms in the document,
the document length, and the rarity of the query
terms. For retrieval function B (SentenceBERT)
(Reimers and Gurevych, 2019): the relevance score
is computed as in expression (1).

sB(x, d) = cos(SentenceBERT(x),

SentenceBERT(d)) (1)

where SentenceBERT is a pre-trained model that
encodes the input x and document d into dense
vector representations. Specifically, we use the pre-
trained pritamdeka/S-PubMedBert-MS-MARCO

model (Deka et al., 2022)3. The cosine similarity
between the two vector representations is used to
measure the semantic similarity between the input
and the document.

3.4 Results

We evaluated four different systems: FDS+SBERT-
RAG, PS+Zero-shot, PS+SBERT-RAG, and
PS+BM25-RAG. FDS+SBERT-RAG employed the
full patient discharge summary (FDS) as input,
along with the RAG framework and SentenceBERT
(SBERT) for retrieval. PS+Zero-shot used the pa-
tient summary (PS) as input but performed infer-
ence using only the prompt instructions without
RAG. PS+SBERT-RAG utilized the PS as input,
also with the RAG framework and SBERT for re-
trieval. PS+BM25-RAG used the PS as input, with
the RAG framework and BM25 as the retrieval
function. Our top-performing system, PS+SBERT-
RAG, attained an overall score of 0.183 at the com-
petition deadline, exhibiting the potential of com-
bining LLMs with RAG techniques for generating
clinical notes. In contrast, our worst-performing
system, PS+Zero-shot, obtained an overall score of
0.172, highlighting the performance uplift provided
by our RAG methodology compared to the zero-
shot approach. Table 2 presents our n-gram overlap
metrics, table 3 our semantic similarity metrics,
table 4 our factual alignment and clinical concept
accuracy metrics, and table 5 our systems’ overall
scores.

3The model is available at: https://huggingface.co/
pritamdeka/S-PubMedBert-MS-MARCO

https://huggingface.co/pritamdeka/S-PubMedBert-MS-MARCO
https://huggingface.co/pritamdeka/S-PubMedBert-MS-MARCO
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System BLEU-4 ROUGE-1 ROUGE-2 ROUGE-L
PS+Zero-shot 0.011 0.263 0.052 0.133
PS+SBERT-RAG 0.016 0.259 0.057 0.144
PS+BM25-RAG 0.018 0.244 0.051 0.141
FDS+SBERT-RAG 0.02 0.286 0.076 0.156

Table 2: N-gram Overlap Metrics

System BERTScore Meteor
PS+Zero-shot 0.238 0.275
PS+SBERT-RAG 0.282 0.284
PS+BM25-RAG 0.283 0.281
FDS+SBERT-RAG 0.261 0.290

Table 3: Semantic Similarity Metrics

System AlignScore MEDCON
PS+Zero-shot 0.210 0.196
PS+SBERT-RAG 0.210 0.215
PS+BM25-RAG 0.192 0.196
FDS+SBERT-RAG 0.170 0.219

Table 4: Factual Alignment and Clinical Concept Accu-
racy

In the context of n-gram overlap metrics,
PS+SBERT-RAG exhibited suboptimal perfor-
mance, achieving scores of 0.016 for BLEU-4,
0.259 for ROUGE-1, 0.057 for ROUGE-2, and
0.144 for ROUGE-L. These results suggest that
the generated texts demonstrated limited lexical
overlap with the reference summaries, implying po-
tential challenges in accurately capturing relevant
details and phrasing inherent in the gold standard.

On the other hand, PS+SBERT-RAG performed
more favorably in semantic similarity metrics,
achieving scores of 0.282 for BERTScore and
0.284 for Meteor. The BERTScore and Me-
teor results indicate that the generated texts from
PS+SBERT-RAG exhibited high semantic equiv-
alence with the reference summaries, suggesting
its ability to capture the underlying meaning and
context accurately, despite potential lexical differ-
ences.

Furthermore, PS+SBERT-RAG achieved a score
of 0.21 for AlignScore, which evaluates the degree
of factual alignment between the generated and ref-
erence texts. It also obtained a MEDCON score of
0.215, specifically gauging the accuracy and consis-
tency of clinical concepts mentioned. These scores
demonstrate the system’s proficiency in generating
clinically relevant and factually consistent content.

System Overall
PS+Zero-shot 0.172
PS+SBERT-RAG 0.183
PS+BM25-RAG 0.175
FDS+SBERT-RAG 0.185

Table 5: Overall Evaluation Results

We also explored utilizing the full patient dis-
charge summary (FDS) as input, along with
the RAG framework, which we refer to as
FDS+SBERT-RAG. We opted to use the Sentence-
BERT retrieval function as it performed better than
BM25 when using the PS inputs. Although we
did not have the opportunity to finalize the re-
sults before the competition deadline, we found
that FDS+SBERT-RAG achieved even better per-
formance than PS+SBERT-RAG, with scores of
0.02 for BLEU-4, 0.286 for ROUGE-1, 0.076
for ROUGE-2, and 0.156 for ROUGE-L in the
n-gram overlap metrics. FDS+SBERT-RAG also
performed well in the semantic similarity metrics,
scoring 0.261 for BERTScore, 0.29 for Meteor,
0.17 for AlignScore, and 0.219 for MEDCON. The
improved performance of FDS+SBERT-RAG sug-
gests that providing the model with more compre-
hensive patient information can further enhance its
ability to generate accurate and clinically relevant
summaries.

4 Conclusion

Our work explored a Retrieval-Augmented Genera-
tion approach for the "Discharge Me!" shared task
on automating the generation of "Brief Hospital
Course" and "Discharge Instructions" sections. We
grounded a Large Language Model with structured
patient summaries and retrieved relevant examples
from the challenge training data set, aiming to miti-
gate hallucinations and enhance generation quality.

While our grounded approach demonstrated po-
tential in generating coherent summaries, several
areas exist for performance improvement. Fine-
tuning the pipeline on "Brief Hospital Course"



662

and "Discharge Instructions" sections could bet-
ter align generated text with domain-specific lan-
guage patterns. Incorporating constrained decoding
or post-processing could improve n-gram overlap
with references. Optimizing retrieval for stylistic
similarity could indirectly benefit n-gram metrics.
Moreover, metrics like MEDCON could be im-
proved by retrieving Unified Medical Language
System (UMLS) concept-rich examples or integrat-
ing UMLS databases during retrieval/generation.
Exploring advanced RAG architectures with iter-
ative retrieval and multi-step reasoning could ad-
dress Naive RAG limitations.

Limitations

Our approach faced challenges due to maximum
sequence length constraints. The retrieval encoder
(SentenceBERT) had a 350-token limit, leading to
the loss of relevant contextual information. Full
discharge summaries exceeded the LLM’s context
length, resulting in omitted details, and likely hin-
dered performance due to the loss of important
contextual information. Additionally, our system
did not effectively leverage the available radiology
reports and ICD-9/10 diagnosis codes, which could
potentially enhance the understanding of patient
conditions and improve generation quality. The ad-
hoc prompts, created without medical profession-
als’ guidance, may have lacked necessary context
and guidelines to generate accurate and compre-
hensive "Brief Hospital Course" and "Discharge
Instructions" sections. The lack of domain adap-
tation for the LLM and SentenceBERT retrieval
model could lead to issues understanding and gen-
erating domain-specific terminology and clinical
concepts. By combining domain knowledge, task-
specific fine-tuning, architectural enhancements,
addressing sequence length limitations, and effec-
tively integrating complementary data sources like
radiology reports and diagnosis codes, we believe
more accurate and reliable generation systems can
be developed, contributing to improved patient care
and reduced administrative burdens.
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