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Abstract
This paper presents the description and primary
outcomes of our team’s participation in the
BEA 2024 shared task. Our primary explo-
ration involved employing transformer-based
systems, particularly BERT models, due to
their suitability for Natural Language Process-
ing tasks and efficiency with computational re-
sources. We experimented with various input
formats, including concatenating all text ele-
ments and incorporating only the clinical case.
Surprisingly, our results revealed different im-
pacts on predicting difficulty versus response
time, with the former favoring clinical text only
and the latter benefiting from including the cor-
rect answer. Despite moderate performance in
difficulty prediction, our models excelled in re-
sponse time prediction, ranking highest among
all participants. This study lays the groundwork
for future investigations into more complex ap-
proaches and configurations, aiming to advance
the automatic prediction of exam difficulty and
response time.

1 Introduction

In this paper, we describe the proposals sent by our
team to the BEA 2024 shared task (Yaneva et al.,
2024). This task aims to predict standardized ex-
ams’ difficulty (Track 1) and response time (Track
2). The data used in this task is from a high-stakes
medical exam called the United States Medical Li-
censing Examination1. The exams are provided in
a multiple-choice format, with answer candidates
ranging from 4 to 10.

Adjusting the difficulty of exams to align with
the intended level of evaluation is crucial for en-
suring the validity and fairness of assessments.
Educators can accurately gauge students’ under-
standing and proficiency within the targeted subject
matter by calibrating the difficulty appropriately.
This practice also promotes an equitable assess-
ment environment where students can handle their

1https://www.usmle.org/

challenges, allowing for a more reliable measure
of their knowledge and skills. Moreover, it en-
courages a more constructive learning experience,
as students are motivated to engage with material
that appropriately matches their abilities, fostering
growth and development. Ultimately, the careful
adjustment of exam difficulty supports the effec-
tiveness and integrity of the assessment process.

Several human examiners showed us these diffi-
culties and asked for our help, opening the possibil-
ities for an exciting application of language tech-
nologies to this problem. This is why our group is
quite interested in this problem and participated in
this task. Actually, we are working on automati-
cally predicting the difficulty of examinations for
new language learners. The exams of our work are
also in a multiple-choice format but, the number of
options is lower (3 or 4, depending on the exam).

Our primary objective in this task was cen-
tered on the initiation of experiments utilizing
transformer-based systems (Vaswani et al., 2017)
to explore their applicability to the given problem
domain. Instead of using the most modern genera-
tive models such as ChatGPT2, Llama-2 (Touvron
et al., 2023) or Mixtral (Jiang et al., 2024), we ex-
plored the use of several BERT-based models (De-
vlin et al., 2019), which require less computational
resources. We experiment with different input se-
quences and use the same data and approaches for
both tracks. While our results in Track 1 (Item
Difficulty Prediction) were relatively low (13th po-
sition for our best run), we obtained good results
in Track 2 (Response Time Prediction), where we
ranked in 1st, 3rd, and 4th position with our pro-
posed systems.

The paper is structured as follows: we describe
the main features of our approach in Section 2,
while we detail the runs submitted to the task in
Section 3. Then, we analyzed our results in Section

2https://chat.openai.com/
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4. Finally, we give some conclusions and future
work in Section 5.

2 Systems Description

In this Section, we describe the main features of
our systems. In the development period, we tested
different configurations using 10% of the training
collection as test data. All our experiments are
based on a BERT-base model3 fine-tuned for re-
gression (Devlin et al., 2019). We experimented
with similar models like DeBERTa (He et al., 2021)
and DistilBERT (Sanh et al., 2020), obtaining the
best results with BERT. We focused on the base
versions of these models instead of the large ones
because we wanted to study the use of simple ap-
proaches that do not require big GPU units.

We applied the same pre-processing to all our
models and focused on testing the effect of using
different inputs for the model. We provide more
details in the next subsections.

2.1 Pre-processing
We only used text from the item and the answers as
input to our systems. More in detail, we only used
the following text fields provided by the organizers:

• ItemStem_Text: contains the clinical case and
the question.

• Answer_N: contains the text of the n-
candidate answer.

• Answer_Text: contains the text of the correct
answer,

We did not apply any special pre-processing to
these input texts and used the tokenizer provided
by the BERT model.

We scale the target variables (Difficulty for
Track 1 and Response_Time for Track 2) into the
[0, 1] scale using the MinMaxScaler from sklearn4,
which gave us the best results in the development
period.

2.2 Input Formats
We tested different input formats in our experi-
ments. We wanted to explore the effects of using
different combinations of text and study the impor-
tance of different text elements for solving the task.
We explored the following input formats:

3https://huggingface.co/google-bert/bert-base-uncased
4https://scikit-learn.org/stable/modules/

generated/sklearn.preprocessing.MinMaxScaler.
html

• All text together: we concatenate the Item-
Stem_Text field with all the Answer_N fields.
With this format, we wanted to study how
including all the answer candidates can help
predict the difficulty of the item. We tried to
include the separator token before each candi-
date, but we had several problems. Therefore,
we just concatenated the answer candidates
with the text.

• Text and correct answer: we include the
ItemStem_Text and Answer_Text fields and
use the separator token to mark the separation
between the two fields. With this format, we
wanted to study the impact of including only
the correct answer without having access to
the other answer candidates.

• Only text: we only include the Item-
Stem_Text field. We wanted to study the ef-
fect of the clinical case text, without any in-
formation about the answer candidates, when
predicting the difficulty and response time.

3 Submitted Runs

We submitted the same three configurations to each
Track, where the only difference between tracks is
the target label used for training the models. All
the runs were trained using the whole training set
provided by the organizers, with the hyperparame-
ters selected in the development period. The only
difference among the three runs was the input for-
mat. All the runs were trained using a V100 GPU
in Google Colab, selecting the best model after ten
training epochs. The details of the three runs are:

• Run 1: it uses the ”All text together” input
format described in Section 2.2. Hence, this
run uses the clinical text and the candidates
to make predictions. We use a batch size of 8
and a learning rate of 2e-5.

• Run 2: it uses the ”Text and correct answer”
input format described in Section 2.2. This
run gives us information about including the
correct answer without including the other
candidates. We use a batch size of 8 and a
learning rate of 2e-5.

• Run 3: it uses the ”Only text” input format
described in Section 2.2. The objective of this
run was to make the predictions without in-
cluding any information about the candidates
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or the correct answer. We use a batch size of
4, a learning rate of 1e-6.

Each run’s batch size and learning rate were se-
lected based on our experiments in the develop-
ment period. We use the Adam optimizer and the
mean-squared error as the loss function for all our
experiments, while the other hyperparameters were
the default provided by the transformers5 library.

4 Analysis of Results

The official measure for both tracks was the Root
Mean Squared Error metric (RMSE), which com-
pares the prediction with the correct value. Systems
are ranked according to RMSE, with the best sys-
tems obtaining the lowest error scores. We show
and discuss the results of each track in the next
subsections.

4.1 Track 1: Item Difficulty Prediction

In Table 1, we show the results of our three runs, the
best system, and the proposed baseline in Track 1.
Our best submission in this track was Run 3, which
only included the clinical text as input. Thus, it
seems that, at least with our approach and this data,
any answer candidate’s inclusion was harmful. We
think this information must be helpful and want
to perform a more profound study about correctly
including it. Regarding the other two runs, the
best one was Run 1, which included all the answer
candidates.

Concerning other participants, our Run 3 was
quite close to the winner system, with several sys-
tems ranking better. Besides, only Run 3 obtained
better results than the proposed baseline.

Table 1: Results in Track 1, including the best system
and the proposed baseline.

System RMSE Rank
Best system 0.299 1

Run 3 0.308 13
Baseline 0.311 16
Run 1 0.337 35
Run 2 0.363 40

4.2 Track 2: Response Time Prediction

In Table 2, we show the results of our three runs
and the proposed baseline in Track 2. Our results in

5https://huggingface.co/docs/transformers/
index

this task were quite good, obtaining the best result,
the third and the fourth, despite using the same
approaches in Track 1.

The results of the three runs were quite similar,
so we must be careful with the conclusions we draw
from them. According to the scores obtained, the
best submission was Run 2, which included only
the clinical text and the correct answer. In contrast,
the submission, including the clinical text and all
the answer candidates (Run 1), ranked third. There-
fore, in this track, it was pretty useful to include
information from the answers (in contrast to the
results obtained in Track 1).

Table 2: Results in Track 1, including the best system
and the proposed baseline.

System RMSE Rank
Run 2 23.927 1
Run 1 24.777 3
Run 3 25.365 4

Baseline 31.68 25

5 Conclusions and Future Work

Automatic prediction of exam difficulty remains
an open challenge for both humans and machines.
This is why the BEA 2024 Shared Task proposed
evaluating systems predicting difficulty and re-
sponse time in medical exams, opening a common
framework for researching this challenge.

We have tested the use of BERT-based models
with different input formats. Our objective was to
establish a set of first results with simple systems
and continue our research with the most complex
approaches in the future.

We have tested the impact of using 1) only the
text containing the clinical text and the question,
2) including the correct answer, and 3) including
all the candidates. Our results differ depending on
the track (predicting difficulty or response time).
While we obtained our best results for predicting
difficulty using only the clinical text, our best re-
sults for predicting response time were obtained
including the correct answer.

Comparing results with other participants, we
ranked at the middle of the ranking when predicting
difficulty. On the other hand, we obtained the best
results among all the participants when predicting
response time, with our three runs in the first four
positions of the final ranking.

Future work aims to study new configurations
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for both predictions and include more systems in
the study.
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