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Introduction

This year marks the 19th edition of the Workshop on Innovative Use of NLP for Building Educational
Applications. As in previous years, we are happy to welcome a plethora of work on various aspects and
types of educational applications — from some of the traditionally popular tasks around language learning
including automated essay scoring, grammatical error detection and correction, readability assessment,
and vocabulary acquisition, among others, to topics related to math and programming education, que-
stions around empathy in teachers’ responses and evaluation of teacher encouragement, fairness and
explainability, bias alleviation, and ethics in AI models applied to the educational domain and many
other exciting developments.

In total, we received 88 submissions, and from these, we have accepted 4 papers as talks and 34 as poster
and demo presentations, for an overall acceptance rate of 43 percent. Like the rest of the NLP communi-
ty, we are observing a paradigm shift, with more and more researchers applying Large Language Models
(LLMs) in the context of educational applications for a variety of purposes including implementation
and evaluation. A large number of papers that we have received and accepted this year investigate the
topics around the integration of LL.Ms into educational applications. With research excellence being one
of the main factors considered when making paper acceptance decisions, we hope we have also brought
together a diverse program. As before, we also put a particular emphasis on multilingualism of the work
included in our program, and this year BEA features work done not only on English, but also on other
languages including Catalan, Danish, Dutch, Filipino, French, German, Japanese, Italian, Portuguese,
Romanian, Russian, Sinhala, Spanish, and Swedish.

In addition to the diverse oral, poster, and demo presentations, this year, Alla Rozovskaya, an Assistant
Professor in the Department of Computer Science at Queens College, City University of New York, will
give a keynote on Multilingual Low-Resource Natural Language Processing for Language Learning.
Furthermore, BEA 2024 has hosted two shared tasks — on Automated Prediction of Item Difficulty and
Item Response Time (APIDIRT) and on Multilingual Lexical Simplification Pipeline (MLSP). Both tasks
have attracted a large number of participants, and the program includes oral presentations on the shared
task descriptions from the organizers as well as extended poster sessions for shared task participants pre-
senting their systems.

Last but not least, we would like to thank everyone who has been involved in organizing the BEA wo-
rkshop this year. We are particularly grateful to our sponsors who keep supporting BEA: this year, our
sponsors include British Council, Cambridge University Press & Assessment, CATALPA, Duolingo En-
glish Test, Educational Testing Service, and the National Board of Medical Examiners. We would like to
also thank all the authors who showed interest and submitted a paper this year.

Due to the record number of submissions received, we had to extend our invitation to become part of
the Program Committee to all the authors of submitted papers, and many have helped us and provided
their valuable feedback and thoughtful reviews. Without this help from the community, it would not be
possible to spread the reviewing load reasonably, and we are very grateful to our regular reviewers as
well as to emergency reviewers and all the authors who joined our PC this year and who, we hope, may
become our regular PC members. In particular, we would like to extend our gratitude to the following
emergency and outstanding reviewers: Michael Gringo Angelo Bayona, Jeanette Bewersdorff, Jie Cao,
Scott Crossley, Sam Davidson, Kordula De Kuthy, Jasper Degracuwe, Rujun Gao, Handoko Handoko,
Michael Holcomb, Helen Jin, John Sie Yuen Lee, Hunter McNichols, Arun Balajiee Lekshmi Narayanan,
Huy Viet Nguyen, Adam Nohejl, Eda Okur, Udita Patel, Marti Quixal, Manav Rathod, Alla Rozovskaya,
Abhijit Suresh, Chee Wei Tan, Gladys Tyen, Justin Vasselli, Elena Volodina, ManFai Wong, Kevin Yan-
cey, Roman Yangarber, Torsten Zesch.
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Keynote Talk
Multilingual Low-Resource Natural Language Processing for
Language Learning

Alla Rozovskaya
Queens College, City University of New York

Abstract: Recent studies on a wide range of NLP tasks have demonstrated the effectiveness of training
paradigms that integrate large language models. However, such methods require large amounts of labe-
led and unlabeled data, limiting their success to a small set of well-resourced languages. This talk will
discuss low-resource approaches for two language learning applications. We will begin with work on
generating vocabulary exercises. We will describe an approach that does not require labeled training data
and can be used to adapt the exercises to the linguistic profile of the learner. Next, we will discuss our
recent work on multilingual grammatical error correction (GEC), addressing the issue of training GEC
models for languages with little labeled training data, and the issue of evaluating system performance
when high-quality benchmarks are lacking.

Bio: Alla Rozovskaya is an Assistant Professor in the Department of Computer Science at Queens Col-
lege, City University of New York (CUNY), and a member of the Doctoral Faculty of the Computer
Science and Linguistics programs at the CUNY Graduate Center. She earned her Ph.D. in Computatio-
nal Linguistics at the University of Illinois at Urbana-Champaign, under the supervision of Prof. Dan
Roth. Her research interests lie broadly in the area of low-resource and multilingual NLP and educational
applications.
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