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Abstract

This research explores the effectiveness of us-
ing pre-trained language models (PLMs) as fea-
ture extractors for Arabic stance detection on
social media, focusing on topics like women
empowerment, COVID-19 vaccination, and
digital transformation. By leveraging sentence
transformers to extract embeddings and incor-
porating aggregation architectures on top of
BERT, we aim to achieve high performance
without the computational expense of fine-
tuning. Our approach demonstrates significant
resource and time savings while maintaining
competitive performance, scoring an F1-score
of 78.62 on the test set. This study highlights
the potential of PLMs in enhancing stance de-
tection in Arabic social media analysis, offer-
ing a resource-efficient alternative to traditional
fine-tuning methods.

1 Introduction

Social media has become a pivotal platform for
public discourse, providing a dynamic space where
individuals express opinions and engage in debates
on a multitude of topics. Stance detection, a branch
of natural language processing, plays a crucial role
in analyzing these interactions by identifying the
positions individuals hold towards specific issues.
Stance detection is particularly significant in under-
standing public sentiment and the social dynamics
around key topics such as women empowerment,
COVID-19 vaccination, and digital transformation.
Accurate stance detection enables researchers and
policymakers to gauge the prevailing attitudes and
respond appropriately, fostering informed decision-
making and promoting constructive dialogue. In
the context of Arabic social media, stance detection
is essential for capturing the unique cultural and
linguistic nuances that shape public opinion in the
Arab world, thereby enhancing the relevance and
impact of social media analytics.

In the era of Large Language Models (LLMs)
such as LLama (et al, 2023) and Pre-trained Lan-
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guage Models such as Bidirectional Encoder Rep-
resentations from Transformers (BERT) (Devlin
et al., 2019), the NLP community goes more to-
wards using such language models to tackle several
downstream tasks such as stance detection. PLMs
such as BERT are usually pre-trained on a gen-
eral language modeling task (e.g. Masked Lan-
guage Modeling) to give the model a pretty good
understanding of the language in general. To use
the model then on a downstream task, the model
weights are updated on a dataset annotated on that
task. Such approaches of pre-training language
models and then fine-tuning them on downstream
tasks have proved to work exceptionally well and
boosted the performance on most NLP common
tasks. They also have even been successfully ap-
plied to less common tasks like depression detec-
tion from social media (Kaseb et al., 2022).

Although boosting NLP tasks’ performance
through fine-tuning, the fine-tuning operation is
costly in terms of the needed resources and time.
Fine-tuning PLMs usually requires powerful GPUs
to train all the PLM weights on the downstream task
and relatively high training time compared to sim-
pler machine learning algorithms. In this context,
some approaches proposed parameter-efficient fine-
tuning approaches (Han et al., 2024) that mainly
aim to minimize the number of parameters being
updated on the downstream task. Other approaches
(Galal et al., 2024b) (Galal et al., 2024a) showed
that PLMs can be used as feature extractors only
without the need to fine-tune them. This is done
by adding an extra aggregation architecture on top
of the PLM with a relatively small number of pa-
rameters compared to the PLM. These aggregation
architectures help extract sentence embeddings that
are more powerful for text classification tasks.

This work aims to explore the effectiveness of
using PLMs as feature extractors - without any
fine-tuning - on Arabic stance detection. The ma-
jor goal of using PLMs as feature extractors is
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Target #Tweets | %Favor | %Against | %None
Women Empowerment 1190 63.87 31.18 4.96
COVID Vaccine 1167 43.62 43.53 12.85
Digital Transformation 1145 76.77 12.40 10.83
All 3502 61.34 29.15 9.51

Table 1: Mawqif training set statistics.

eliminating the need to fine-tune them and hence
saving computational and time resources. Firstly,
we explore the sentence transformers (Reimers and
Gurevych, 2019) to extract sentence embeddings
for the Arabic tweets. Secondly, we follow some of
the approaches proposed by (Galal et al., 2024b) by
adding aggregation architectures on top of BERT
to get a more powerful sentence embedding for
stance detection. Our work was submitted to the
StanceEval (Alturayeif et al., 2024) competition
and ranked fifth out of 16 teams. This shows how
competitive PLMs can be used as feature extractors
and gain a competitive performance besides saving
the fine-tuning costs.

2 Data

To train our models on Arabic stance detection, we
used the Mawqif dataset (Alturayeif et al., 2022).
The dataset consists of 3502 Arabic tweets for
training and 619 for testing spanning three top-
ics: women empowerment, covid vaccine, and dig-
ital transformation. The dataset annotations for
the stance are either "FAVOR", "AGAINST", or
"NONE". The tweets are also annotated for sen-
timent and sarcasm to allow the capabilities of
multi-task learning approaches. Table 1 shows
the Mawqif training set’s stance label distribution
across the different targets.

3 Methodology

This section illustrates the approaches for stance
detection. The approaches we followed can be
classified into three main approaches: sentence
transformers-based approaches, BERT-based em-
beddings, and parallel sum architecture on top of
BERT.

3.1 Sentence Transformers

In this approach, the tweets are fed to a sentence
transformer (Reimers and Gurevych, 2019) to ex-
tract sentence embeddings for these tweets. These
embeddings are then used to train a logistic re-
gression model (Cox, 1958) to predict the tweet

stance. Logistic regression implementation was
used from scikit-learn (Pedregosa et al., 2011) with
a learning rate of 0.001 and a maximum number of
iterations of 100. Since we are dealing with Arabic
tweets, we used multilingual sentence transformers
(Reimers and Gurevych, 2020). All model weights
are available at Hugging Face (Wolf et al., 2019).
Here are the models used in this research:

* paraphrase-multilingual-mpnet-base-v2
¢ distiluse-base-multilingual-cased-v1

* paraphrase-xIm-r-multilingual-v1

* LaBSE (Feng et al., 2020)

* distiluse-base-multilingual-cased-v2

* paraphrase-multilingual-MiniLM-L12
* use-cmlm-multilingual

* multi-qa-mpnet-base-dot-v1

* all-mpnet-base-v2

3.2 BERT-based Embeddings

In this part, BERT-based pre-trained language mod-
els were used as sentence embedding extractors.
Following the original BERT paper, we used the
[CLS] output embedding of BERT as the sentence
embedding. Following the findings of (Galal et al.,
2024b), we also averaged all BERT output embed-
dings to get a more representative sentence embed-
ding keeping the PLM frozen. These embeddings
are then used to train a logistic regression model
to predict the stance of the tweet with the same
settings defined in 3.1. Since there is a variety of
pre-trained BERT models in Arabic, we worked
with the most common Arabic BERT models. The
following list sums up the models used in our work:

e AraBERTVvO0.2-Twitter (Antoun et al.)
* MARBERT (Abdul-Mageed et al., 2021)

* Qarib (Abdelali et al., 2021)
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* ARBERT (Abdul-Mageed et al., 2021)
* Arabic-BERT (Safaya et al., 2020)

3.3 Parallel-Sum on Top of BERT

The Parallel-Sum (P-SUM) architecture was first
proposed by (Karimi et al., 2020) to fine-tune
BERT for aspect-based sentiment analysis. (Galal
et al., 2024b) then showed that this architecture im-
proves BERT’s performance on Arabic sentiment
analysis and sarcasm detection keeping BERT pa-
rameters frozen. They also showed an improve-
ment in the architecture to work in the multi-task
learning setting like (Kaseb and Farouk, 2022). Fig-
ure 1 shows the P-SUM architecture to be trained
on tasks: stance detection and sentiment analysis.
The base model used is MARBERT. The training
was done for 5 epochs with a learning rate of 5e —4.
The best-performing checkpoint on the validation
set was picked.
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Figure 1: Multi-task learning with P-SUM (Galal et al.,
2024b).

4 Experimental Results

4.1 Evaluation Metric

To evaluate our models, we used the same evalua-
tion metric defined by the competition organizers
which is the average of the F1-scores for the "FA-
VOR" and "AGAINST" categories. This metric is
calculated for each target separately and then the
final metric is computed across all targets by aver-
aging the separate macro average F1-scores. The
metric will be referred to as Fi,42

4.2 Results

Since the official test set was not released, the avail-
able dataset was randomly shuffled and 500 exam-
ples were picked to represent an internal test set to
evaluate our models.

Table 2 shows the models’ results on the internal
test set. The table is split into three parts separated
by a horizontal line. Each part represents a major

approach. The first part represents the sentence
transformers approach. The second part represents
the BERT-based embeddings approach where each
model is tried by either taking the [CLS] embed-
ding or averaging all the output embeddings. The
third one represents the P-SUM approach. Al-
though the sentence transformers are pretrained
to extract a sentence embedding, it can be noticed
the performance gap between the sentence trans-
formers approaches and BERT-based approaches.
This performance gap is expected as all of the used
sentence transformers are multilingual transform-
ers but all BERT-based models are pre-trained on
Arabic language specifically.

Table 2 also shows that there are some Arabic
PLM:s that perform better than others. This happens
because of the data used to pre-train these mod-
els. For example, both MARBERT and AraBERT-
Twitter are pre-trained on massive Arabic data con-
taining a lot of tweets and hence perform better
than the other models on the dataset we are work-
ing on.

Model Fovgo
paraphrase-multilingual-mpnet-base-v2 | 70.6
distiluse-base-multilingual-cased-v1 68.3
paraphrase-xIlm-r-multilingual-v1 65.5
LaBSE 64.1
distiluse-base-multilingual-cased-v2 63.6
paraphrase-multilingual-MiniLM-L12 | 63.4
use-cmlm-multilingual 62.3
multi-qa-mpnet-base-dot-v1 57.7
all-mpnet-base-v2 51.8
AraBERTv0.2-Twittercr g 74.9
AraBERTV0.2-Twitter oy ¢ 76.1
MARBERT¢ s 71.5
MARBERT 4y ¢ 76.7

Qaribo g 68.8

Qarib sy ¢ 70.2

ARBERT 5 66.2

ARBERT 4y ¢ 67.8
Arabic-BERT o1 g 63.3
Arabic-BERT sy ¢ 66.6
P-SUM-MTL 76.3

Table 2: Stance detection results on the internal test set.

4.3 Official Submission

For the competition’s final submission on the blind
official test set, we took the majority voting of the
top three performing models: MARBERT 4y, P-
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SUM-MTL, and AraBERTv0.2-Twitter 4y . Table
3 shows the detailed results per target and the final
scoring overall targets on the test set. Our submis-
sion ranked fifth in the competition out of 16 teams
which shows how effectively PLMs can be used
as feature extractors only without the extra cost of
fine-tuning while still performing competitively.

Target Fovgo
Women Empowerment | 85.99
Covid Vaccine 73.08
Digital Transformation | 76.8
All 78.62

Table 3: The official results of our submission.

5 Discussion

A major challenge we faced while tackling the prob-
lem is the overfitting. The relatively small size of
the training set is the major cause of this problem.
It can also be seen that the dataset is already dis-
tributed across three targets which makes the size
per each target very small. To overcome this is-
sue, we followed several approaches such as early
stopping.

Another challenge was the choice of either train-
ing on the whole dataset or training several mod-
els per target. We tried both paths for sentence
transformers and found that training on the whole
dataset is better. Our intuition for that is firstly train-
ing per target makes the training set much smaller
for the model to learn from and hence increases the
overfitting effect. The second intuition is that how
people show their stance has a lot of similarities
in the written tweet between the different targets
and hence training on the whole dataset helps the
model learn from all targets together.

For future work in this direction, we could in-
crease the dataset size by making use of other
published datasets for stance detection such as
(Mubarak et al., 2022). Applying data augmen-
tation to balance the dataset distributions across
labels and to increase the overall dataset size is
also believed to increase our models’ performance.
Additionally, employing active learning techniques
to select more informative and diverse data sam-
ples can further enhance the model’s accuracy and
efficiency from the new dataset (Kaseb and Farouk,
2023).

6 Conclusion

This research underscores the vital role of social
media in public discourse and the importance of
stance detection in understanding public sentiment
towards critical issues such as women empower-
ment, COVID-19 vaccination, and digital transfor-
mation. Our study demonstrated that pre-trained
language models (PLMs) when used as feature
extractors, can effectively enhance stance detec-
tion without the resource-intensive process of fine-
tuning. By leveraging sentence transformers and
incorporating aggregation architectures on top of
BERT, we achieved competitive performance, ev-
idenced by our strong showing in the StanceEval
competition with an Fl-score of 78.62. This ap-
proach not only saves significant computational
resources and time but also opens new avenues for
efficient and scalable NLP applications in social
media analytics.
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