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Abstract

We present Team Cher’s submission to the Ara-
bicNLP 2024 KSAA-CAD shared task on the
reverse dictionary for Arabic—the retrieval of
words using definitions as a query. Our ap-
proach is based on a multi-task learning frame-
work that jointly learns reverse dictionary, def-
inition generation, and reconstruction tasks.
This work explores different tokenization strate-
gies and compares retrieval performance for
each embedding architecture. Evaluation using
the KSAA-CAD benchmark demonstrates the
effectiveness of our multi-task approach and
provides insights into the reverse dictionary
task for Arabic. It is worth highlighting that we
achieve strong performance without using any
external resources in addition to the provided
training data.

1 Introduction

Reverse dictionary represents a unique and valu-
able technique enabling users to search for a word
based on meaning or concepts (Zock and Bilac,
2004; Hill et al., 2016). This is an inverse process
to the conventional use of dictionaries: looking up
definitions given a word. Systems with the reverse
dictionary capability hold significant potential for
applications like writing assistance, information re-
trieval, and language education.1 However, despite
the growing interest in natural language processing
(NLP) for the Arabic language, reverse dictionary
capabilities remain relatively under-explored com-
pared to their English counterparts.

The KSAA-CAD 2024 shared task (Alshammari
et al., 2024), rooted from KSAA 2023 (Al-Matham
et al., 2023) and CODWOE 2022 (Mickus et al.,
2022) shared tasks, aims to advance research on

“Cher” means “beloved” or “precious” in French, reflect-
ing our cherished bond with languages. It also echoes the
Chinese idiom “三人行，必有我师” (in three companions,
one is my teacher), implying that there is always something to
learn from those around us.

1For example, https://www.onelook.com/thesaurus/

Arabic semantics in two key areas: reverse dictio-
nary and word sense disambiguation. We, Team
Cher, participate in the reverse dictionary track, fo-
cusing on developing systems that can accurately
convert human-readable definitions (glosses) to
their corresponding words’ embeddings. A high-
light of our system is that it does not need to rely
on external language resources, which are often
modest in size for under-served languages. To aid
reproducibility, our code is publicly available.2

Our approach reflects the philosophy of encod-
ing information in different forms into the same
representation space, a paradigm explored in rep-
resentation learning for different modalities and
languages (Ngiam et al., 2011; Chandar AP et al.,
2014; Schwenk and Douze, 2017, inter alia). These
approaches integrate various inputs via a single bot-
tleneck representation layer and then reconstruct
or generate suitable outputs, which is adopted by
Bosc and Vincent (2018) to learn definition au-
toencoding in the field of word-definition mod-
elling. This paper builds on our earlier research
on word-definition semantic modelling (Chen and
Zhao, 2022a,b), a multi-tasking network that learns
reverse dictionary and definition generation as well
as reconstruction tasks simultaneously.

Having experimented with static embeddings
such as character-level autoencoding (char), skip-
gram negative sampling (sgns, one variant of
word2vec), and dynamic embeddings like electra
(Mickus et al., 2022), we take this opportunity to
extend our method to two new Arabic embedding
sub-tracks: bertmsa from CAMeLBERT (Inoue
et al., 2021) and bertseg from AraBERT (Antoun
et al., 2020). We describe our methodologies and
findings in developing an Arabic reverse dictio-
nary system, hoping to contribute to the advance-
ment of computational linguistics research for the

2https://github.com/PinzhenChen/
unifiedRevdicDefmod
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Arabic language. Further, all our experiments are
data-constrained—without using extra resources
like pre-trained embeddings—making our method
language-agnostic and generalizable.

2 Task Setup

We provide a description of the dictionary and em-
bedding data as well as the evaluation protocol pro-
vided by the shared task organisers in this section.
The details can also be found available online.3

2.1 Dataset

The whole dataset is provided by the task organiz-
ers, comprising 31,372 training instances, 3,921
development instances, and 3,922 test instances,
which builds on the previous year’s edition. It con-
sists of two core components: dictionary data and
word embedding vectors. Three pre-trained lan-
guage models are used to produce contextualized
word embeddings from words taken from the dic-
tionary data.

Dictionary data The dictionary data is derived
from dictionaries of Contemporary Arabic Lan-
guage (Omar et al., 2008; Namly, 2015). The se-
lected dictionaries are based on lemmas rather than
roots. Each data instance contains a word (lemma),
the definition (gloss), and its part of speech (POS)
derived from the dictionary data.

Embedding data The dataset comes with three
types of contextualized word embeddings: Ara-
ELECTRA (Antoun et al., 2021), AraBERTv2 (An-
toun et al., 2020), and CAMeLBERT-MSA (Inoue
et al., 2021), referred to as electra, bertseg, and
bertmsa, respectively. AraELECTRA has been
pre-trained following the ELECTRA methodology
(Clark et al., 2020), which trains a discriminator
model upon the recovered masked tokens and sub-
stituted tokens. AraBERTv2 and CAMeLBERT-
MSA are Arabic language models based on the
BERT architecture (Devlin et al., 2019). Both mod-
els have been trained on contemporary Arabic data
(El-khair, 2016) and the Arabic language used in
24 countries (Zeroual et al., 2019). Specifically,
AraBERTv2 adopts the Farasa segmentation (Dar-
wish and Mubarak, 2016).

We show an example from the development set
for visualisation in Figure 1. It is worth noting
that our systems are trained in a data-constrained
condition. We only make use of the embeddings

3https://arai.ksaa.gov.sa/sharedTask2024/

{
"id": "ar.962714",

"word": "
�Y �Ò
�
»
�

@",

"pos": "V",

"gloss": "I. Ê
�®Ë@ 	�QÓ



@ð Ñ 	«",

"bertmsa": [0.22657, -0.32251, ...],
"bertseg": [0.13184, -0.20344, ...],
"electra": [0.22657, -0.32251, ...],
}

Figure 1: A sample data instance for visualisation.

and definition texts in the provided training set
solely, without using explicit words or any external
resources like text data or pre-trained language
models. In other words, our models ingest only
two fields as shown in Figure 1: gloss and an
embedding, either bertmsa or bertmsa depending
on the sub-track.

2.2 Evaluation metrics
This shared task uses the same metrics as COD-
WOE 2022 (Mickus et al., 2022). Reverse dictio-
nary performance is evaluated by three metrics:

• Mean squared error (MSE) between reference
and generated embeddings;

• Cosine similarity between reference and gen-
erated embeddings;

• Ranking score: percentage of test instances
where the generated embedding has a higher
cosine similarity with the reference than with
other test instances.

The ranking of each participant’s systems is car-
ried out in a hierarchical manner. The main metric
is the ranking score, which measures how accu-
rately a model can rank its predictions compared
to the ground truth. If multiple models perform
similarly on the ranking score, MSE is then used
as a secondary metric to further break ties. In
cases where additional distinguishing factors are
required, the cosine similarity serves as a tertiary
metric. This multi-tiered approach aims to identify
the model that delivers the best overall performance
across various aspects of the task.

3 Methodology

3.1 Model architecture
Word-definition alignment Conventionally, re-
verse dictionary is approached using an encoder
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Figure 2: A detailed illustration of our model.

model which takes a sentence and returns a word
embedding for downstream word retrieval (Hill
et al., 2016; Thorat and Choudhari, 2016). Echo-
ing the previous work on embedding different in-
puts into the same representation space, we argue
that a word and its definition can be encoded in
the same fashion to facilitate better representation
learning. We use a model from our previous re-
search (Chen and Zhao, 2022b) which jointly learns
both reverse dictionary and definition generation
connected using a shared embedding space. Re-
ferring to Figure 2, depending on the input and
output combination, our model can be trained in
four directions—word-to-word, word-to-definition,
definition-to-definition, and definition-to-word—
together with a vector similarity objective on the
shared space representation.

What’s new In this submission, we make three
technical changes compared to the original model
(Chen and Zhao, 2022a). We switch the activation
function in the Transformer blocks from ReLU to
GELU (Hendrycks and Gimpel, 2023). We also
set the dimension of the shared space to be half
of the input word embedding size or hidden size.

This gives an information “bottlenecking” effect
between the input and output ends.

In terms of a modification special to the Ara-
bic language, we try out three segmentation ap-
proaches: whitespace tokenizer as in the original
work, AraBERTv2 tokenizer (Antoun et al., 2020)
based on Farasa (Darwish and Mubarak, 2016), and
CAMeLBERT tokenizer (Inoue et al., 2021). In our
experiments, we use the three different tokenizers
to segment the definitions and pair them with the
provided embeddings regardless of the model they
are derived from.

4 Experiments and Results

4.1 Technical details

We set the shared space representation to have a
size that is half of the input word embedding size.
We use 1e-4 learning rate, 0.3 dropout probabil-
ity, 4 transformer layers each with 4 heads. We
use MSE for embedding losses (definition-to-word,
word-to-word, shared space similarity), whereas for
token generation (word-to-definition, definition-to-
definition), we cross entropy with a label smooth-
ing of 0.1. All models are trained with a budget of
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100 epochs, and we also use early stopping, where
the training stops if the definition-to-word loss does
not improve within 8 consecutive epochs.

Finally, we experiment with ensembling, which
averages the embedding predictions from different
models. In ensemble 1, we average three models
trained with definitions tokenized differently by the
three tokenizers. In ensemble 2, we trained models
with and without the embedding autoencoding and
definition reconstruction task.

4.2 Evaluation results

We present our system results on the official test set
evaluated by the automated scoring system from the
shared task organizers. It is worth noting that we do
not have access to the gold labels. Table 1 presents
numbers for our models in the bertmsa track and
Table 2 presents bertseg results. We observe that
using the AraBERT (Farasa) tokenizer yields the
best scores across all three metrics. This finding is
consistent across two embedding architectures, yet
the gap between different tokenization strategies
is small. Interestingly, ensembling models trained
with different tokenizers did not further improve
upon single models.

Tokenizer
bertmsa

MSE Cosine Rank

whitespace .0810 .7637 .4910
AraBERT (Farasa) .0800 .7671 .4834
CAMeLBERT .0819 .7618 .4991

ensemble 1 .0807 .7648 .4929
ensemble 2 .0807 .7648 .4931

Table 1: Test results for the bertmsa sub-track.

Tokenizer
bertseg

MSE Cosine Rank

whitespace .3454 .6997 .4913
AraBERT (Farasa) .3446 .7012 .4913
CAMeLBERT .3483 .6978 .5001

ensemble 1 .3457 .6998 .4952
ensemble 2 .3458 .6998 .4951

Table 2: Test results for the bertmsa sub-track.

4.3 Visualisation of the shared space

In Appendix A Figures 3 and 4, we visualize the
representations of words and definitions in the
shared hidden space for bertseg and bertmsa, re-
spectively. Since our model features a multi-task
unified representation learning, we present plots
from epoch 0 to epoch 10 with an interval of 2,
to understand the tendency of representations and
movements in the space. We find that regardless of
how the words are embedded originally, whether
bertseg or bertmsa, the word and definition clus-
ters initially maintain a large distance. Through
the training process, the two clusters move closer,
potentially because the multi-task training encour-
ages a word and its respective definition to have
similar hidden representations.

5 Conclusion

We have presented a study of Arabic reverse dic-
tionary using a joint word-definition modelling ap-
proach. We concentrated on the investigation of
tokenizers and representation learning in the shared
space for words and definitions. We hope our mod-
elling approach can contribute to research on word
and sentence semantics.

Ethical Considerations

We must note that none of the authors can speak
Arabic, so we used Google Translate to inspect
data. Some processing or modelling choices might
not be optimal.
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A Visualisation of the shared space

The visualisations are presented in Figure 3 and
Figure 4.
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(a) epoch 0

bertseg: word
bertseg: definition

(b) epoch 2 (c) epoch 4

(d) epoch 6 (e) epoch 8 (f) epoch 10

Figure 3: Visualisation of word and definition representations in the shared space for the bertseg track.

(a) epoch 0

bertmsa: word
bertmsa: definition

(b) epoch 2 (c) epoch 4

(d) epoch 6 (e) epoch 8 (f) epoch 10

Figure 4: Visualisation of word and definition representations in the shared space for the bertmsa track.
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