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Abstract

In this paper, we are exploring mitigating class im-
balance in Arabic propaganda detection. Given a
multigenre text which could be a news paragraph
or a tweet, the objective is to identify the propa-
ganda technique employed in the text along with
the exact span(s) where each technique occurs. We
approach this task as a sequence tagging task. We
utilise AraBERT for sequence classification and
implement data augmentation and random trunca-
tion methods to mitigate the class imbalance within
the dataset. We demonstrate the importance of
considering macro-F1 as well as micro-F1 when
evaluating classifier performance in this scenario.
Our system scored 0.12 micro F1 score and ranked
fifth among the participants.

1 Introduction

As propaganda aims at promoting certain narra-
tives to achieve specific purposes or advance cer-
tain agendas(Da San Martino et al., 2019), it can
be used to manipulate people’s opinions towards
certain policies or ideologies. Therefore, develop-
ing systems to identify propaganda techniques in
texts can help individuals and organisations combat
bias, promote more accurate information and make
informed decisions on what to believe. This is par-
ticularly important in today’s polarized political
and ideological climates, where false or mislead-
ing information can be used to manipulate public
opinion.

Early research on propaganda detection has fo-
cused mainly on article and document level classi-
fication in English such as (Rashkin et al., 2017)
where the authors built a corpus of news articles
from different sources and labelled them broadly
into four categories: Propaganda, hoax, trusted, and
satire. Moving from the document level to a fine-
grained analysis of texts,(Da San Martino et al.,

2019) conducted a fine-grained analysis of texts by
detecting fragments that have propaganda and their
type. In their research, the authors derived 18 pro-
paganda techniques from literature and annotated
articles from propagandist and non-propagandist
news outlets. Subsequently,(Da San Martino et al.,
2020) formulated the SemEval-2020 Task 11 on
Detection of Propaganda Techniques in News Arti-
cles, comprising two subtasks: span identification
and propaganda technique classification. The aim
of the current ArAIEval Shared Task is to extend
this line of work to the detection of propaganda in
Arabic text. For the unimodal (text) propagandistic
technique detection task (Hasanain et al., 2024b),
given a multigenre text which could be a news para-
graph or a tweet, the objective is to identify the pro-
paganda technique employed in the text along with
the exact span(s) where each technique occurs1.

Inspired by the success of BERT-based ap-
proaches to propaganda detection in English, we
approach this task as a sequence tagging task and
utilise an AraBERT(Antoun et al., 2020) token clas-
sification model. However, it is well known that
class imbalance can be a problem for supervised
machine learning methods. With few examples of
minority classes in the training data, classifiers will
tend to learn better representations of the majority
classes. Class imbalance can be mitigated using
undersampling, oversampling and other data aug-
mentation techniques. However, a testing regime
which uses micro F1 score over imbalanced classes
will naturally favour methods which are biased to-
wards predicting majority classes. In extreme cases,
a classifier could fail to predict any class except
the most frequently occurring class and appear to
be better than a classifier which can detect less fre-
quently occurring classes. We argue that the macro
F1 score should also be considered as it provides
a more balanced assessment of the model’s classi-

1https://araieval.gitlab.io/task1/

524



fication performance across all classes, regardless
of their individual frequencies. Equipped with a
classifier that can detect potential cases of minor-
ity classes, it would then be possible to bring a
human into the loop to curate these examples and
ultimately bootstrap a better classifier.

In this paper, we explore the effect that class
imbalance within the ArAIEval dataset has on an
off-the-shelf sequence tagger using AraBERT. We
also investigate the effect of a data augmentation
method and a simple random truncation method
on models’ performance using both the micro F1
score and the macro F1 score.

The rest of this paper is organised as follows:
we discuss the dataset and the class distribution
(Section 2); we outline the AraBERT token classifi-
cation model used as well as the data augmentation
and random truncation methods we have employed
to mitigate class imbalance (Section 3); we provide
a detailed discussion of the evaluation metrics (Sec-
tion 4); we discuss our experimental results (Sec-
tion 5);6 we provide an overview of propaganda
detection related work; and finally present our con-
clusions and directions for future work (Section
7).

2 Data

In this paper, we are using the ArAIEval24 dataset2.
Training, development, and test data files were
made available in JSON format. Datasets with
annotated instances of propaganda techniques and
spans were provided for training and development.
Each instance of a propaganda span is represented
as a dictionary containing the start and end char-
acters of the span in addition to the propaganda
technique, and the corresponding text snippet.

2.1 Data Processing

We carried out several steps to process the
ArAIEval24 data so it could be used for our
AraBERT token classification model training and
evaluation. In the datafiles, annotated propaganda
spans were given as snippets without context so
we aligned spans with their respective context sen-
tences using the start and end information in the
labels column to further process them. Next, tags
marking the beginning and end of the propaganda
span within the sentence were added to facilitate
further processing. To accommodate cases where
sentences have overlapping spans, each span was

2https://araieval.gitlab.io/task1/

aligned to its respective context sentence individ-
ually, one at a time. The AraBERT token classifi-
cation model was given the data in a token label
format where each token within the tagged propa-
ganda span was labelled according to its respective
propaganda technique. In contrast, tokens outside
the span were labelled as zero indicating that they
are not propaganda tokens. Figure1 shows how la-
bels are applied to tokens. An English translation is
provided for each token to aid non-Arabic readers.

Figure 1: Token Label Train Data

2.2 Class Distribution
Figure 2 shows the distribution of classes in the
training dataset, where the size of each class is
the number of spans which are labelled as belong-
ing to that class. The two majority classes, loaded
language and name-calling, constitute 55.72% and
14.23% of the dataset respectively whereas the mi-
nority classes including Appeal-to-Popularity, Red-
Herring, Whataboutism, and Straw-Man etc. each
constitute approximately 0.23% of the dataset.

3 Methodology

We approach the unimodal (text) propagandistic
technique detection task as a sequence tagging task
and we utilise AraBERT token classification model
for this purpose. We fine-tuned the AraBERT
model for token classification using the AutoMod-
elForTokenClassification class from the Transform-
ers library. The model was trained using the Trainer
class with the following key parameters: an output
directory AraBERT_token_classification for saving
checkpoints and logs, evaluation and save strate-
gies set to epoch, an initial learning rate of 2e-5,
10 training epochs, a weight decay of 0.01, and au-
tomatic pushing of the model to the Hugging Face
Model Hub post-training.

3.1 Data Augmentation
To mitigate the class imbalance, we applied two dif-
ferent techniques. First, we applied data augmenta-
tion to increase the size of the minority classes with
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Figure 2: ArAIEval24 Train Dataset Class Distribution

a view to improving the overall performance of the
model. Random masking was used on our propa-
ganda sentences to generate the synthetic data for
augmentation. Initially, we carried out some data
pre-processing where we incorporated snippets into
their context and snippets were marked by special
tags <BOP> and <EOP> to mark their beginning
and end within sentences. The whole sentence con-
text was incorporated to make sure that the model
had contextual data to improve prediction quality.
Masking was applied as follows. If there were n
words in the propaganda snippet, n different ver-
sions were created where one word was masked in
turn and changed. After applying masks to our data,
we ran the data through the AraBERT MLM model
and used the fill mask function3 from the Hugging
Face library to make predictions. Based on prelim-
inary experiments, a sample of the synthetic data
was generated and all classes were incremented by
1000 instances to increase their size and represen-
tation in the training dataset. This led to a more
balanced dataset with all classes having between

3https://huggingface.co/tasks/fill-mask

1000 and 10,000 training instances.

3.2 Random Truncation

Considering also the number of tokens which are
labelled "0" (no-propaganda), the problem of class
imbalance becomes further exacerbated as such
tokens constitute approximately 89.05% of the to-
tal sum of tokens in the training corpus. Accord-
ingly, we applied random truncation targeting to-
kens outside the propaganda spans to reduce the no-
propaganda tokens’ dominance within the dataset.
The goal is to rebalance the distribution of classes
and thus improve the model’s performance. Specif-
ically, we took each sequence containing a propa-
ganda span and randomly truncated it to the left
and the right of the propaganda span. Random trun-
cation removed all of the no-propaganda tokens
other than a random number between 0 and 5 on
either side of the propaganda span. Random trun-
cation significantly reduced the number of tokens
for the (no-propaganda) class by 31.41%, where
the total number of tokens before truncation was
586,242, representing approximately 89.05% of the
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total sum. After truncation, this number decreased
to 120,539, which accounted for approximately
64.88% of the total sum.

4 Evaluation Metrics

For our experiment results, we are reporting using
the macro F1 score as well as the micro F1 score.
Our use of the macro F1 score is motivated by the
inherent class imbalance within the dataset. The
micro F1 score computes a weighted average of F1
scores across all classes, taking into account the
number of instances of each class in the dataset,
and is essentially equivalent to computing accu-
racy (Da San Martino et al., 2020) In the case of
an imbalanced dataset where one or two classes
have much higher frequency than other classes, the
micro F1 score tends to be dominated by the perfor-
mance of the majority class(s). It can be a useful
measure of overall performance but can also be mis-
leading particularly with regard to a model’s effec-
tiveness in classifying minority classes. In contrast,
the macro F1 score computes the F1 score for each
class individually and then averages these scores
across all classes, assigning equal weight to each
class regardless of its size. This approach ensures
that the evaluation metric is not biased towards
the dominant class(s) and accurately captures the
model’s performance across all classes, including
minority classes. In the context of imbalanced data
representation, the macro F1 score provides a more
balanced assessment of the model’s classification
performance.

5 Results and Discussion

Here we present our evaluation results on the test
set provided. Figure 3 shows the F1 scores for
all of the classes for the standard non-augmented
AraBERT model, the augmented AraBERT model
and the random truncation AraBERT model. Table
1 summarises the macro and micro F1 scores for
the different models on the test dataset.

From Figure 3, we note that the standard non-
augmented AraBERT model fails to predict more
than 12 of the minority classes. Applying data aug-
mentation has worsened the model’s performance
with the overall performance decreasing from a
macro F1 score of 0.05 to 0.03. The decline in
the model’s performance following augmentation
could be attributed to the existing class imbalance
between propaganda and non-propaganda tokens.
This imbalance possibly led to a disproportionate

representation in the augmented data, thereby ex-
acerbating the original class imbalance and conse-
quently compromising the model’s overall effec-
tiveness.

In contrast to non-augmented and augmented
AraBERT models, applying truncation has remark-
ably improved the overall performance of the
AraBERT model from a macro F1 score of 0.05 to
0.10. Figure3 shows that the model performance
has improved across the board and most of the
minority classes are now being predicted.

However, just considering the micro-F1 scores in
Table 1, we would not reach these conclusions. We
would see that the micro-F1 score decreases using
augmentation. Therefore, it is critical to consider
other evaluation metrics such as macro-F1 if we
wish to develop models which can predict more
than the majority classes.

Model Macro F1 Micro F1
AraBERT Basic 0.05 0.06

AraBERT Augmented 0.03 0.05
AarBERT Rand-Truncated 0.10 0.12

Table 1: Macro Vs Micro F1 scores

6 Related Work

Early research on propaganda detection has fo-
cused mainly on the article and document level clas-
sification (Rashkin et al., 2017);(Barrón-Cedeño
et al., 2019). Moving from the document
level,(Da San Martino et al., 2019) are the first
to conduct a fine-grained analysis of texts detect-
ing fragments with propaganda and identifying
their type. In contrast to (Da San Martino et al.,
2019) line of research which focuses on identify-
ing propaganda in news articles,(Vijayaraghavan
and Vosoughi, 2022) shift their attention to propa-
ganda detection on social media, specifically Twit-
ter. They introduced an end-to-end Transformer-
based model enhanced with a multi-view approach
that incorporates; context, relational data, and exter-
nal knowledge into the representations. Addition-
ally, (Alam et al., 2021) introduced an annotated
dataset containing 950 Arabic further enriching
the resources available for social media analysis.
Recently,(Hasanain et al., 2024a) attempted lever-
aging GPT-4(OpenAI, 2023) to detect propaganda
spans and identify propaganda techniques using a
zero-shot setting. Furthermore, there have been ini-
tiatives such as (Dimitrov et al., 2021) and (Alam
et al., 2024) to address multimodal content like
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Figure 3: AraBERT Models Classes F1 Scores

memes, expanding the scope of propaganda analy-
sis to include various media formats.

7 Conclusion and Future Work

In this paper, we introduced random truncation as a
methodology to address the class imbalance in the
ArAIEval24 train dataset. our method has proved
to be effective in enhancing the model performance
across the majority of the classes. Additionally,
we emphasize the importance of employing the
macro F1 score, instead of or as well as the mi-
cro F1 score, as a more suitable evaluation metric
for the task of propaganda detection. Considering
the inherent class imbalance within the dataset, the
macro F1 score ensures a balanced evaluation of
the models’ performance compared to the micro
F1 score which is susceptible to bias influenced by

the dominant class(s) in an imbalanced dataset. In
the future, we will explore applying active learn-
ing strategies as another method for discovering
and sampling more instances representing minority
classes aiming to enhance the class balance of the
train data. Equipped with a more effective minority
class classifier, we investigate applying it to large
unannotated corpora, curating the examples found
and ultimately bootstrapping a better classifier.
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