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Abstract

In recent days, propaganda has started to in-
fluence public opinion increasingly as social
media usage continues to grow. Our research
has been part of the first challenge, Uni-
modal (Text) Propagandistic Technique Detec-
tion of ArAlEval shared task at the ArabicNLP
2024 conference, co-located with ACL 2024,
identifying specific Arabic text spans using
twenty-three propaganda techniques. We have
augmented underrepresented techniques in the
provided dataset using synonym replacement
and have evaluated various machine learn-
ing (RF, SVM, MNB), deep learning (BiL-
STM), and transformer-based models (bert-
base-arabic, Marefa-NER, AraBERT) with
transfer learning. Our comparative study has
shown that the transformer model “bert-base-
arabic” has outperformed other models. Eval-
uating the test set, it has achieved the micro-F1
score of 0.2995 which is the highest. This re-
sult has secured our team “CUET _sstm” first
place among all participants in task 1 of the
ArAlEval.

1 Introduction

Propaganda is the use of manipulative ideas or
news to influence the behavior or point of view
of humans in order to serve a specific agenda. It
has become widespread in media, newspaper arti-
cles, social media posts, and broadcasts. Individ-
uals have rarely been informed without bias. Pro-
paganda is a powerful political tool that attracts
large groups of people. Social media has often
been used to spread propaganda and misinforma-
tion, to divert attention from more serious issues.
Detecting propaganda has been crucial to prevent
false news from circulating.

Propaganda detection in Arabic text spans is quite
challenging as the language has been rich in both
morphology and syntax also it has a vast number
of dialects (as mentioned in Elnagar et al., 2021).
There has been a noticeable gap in the resources,

annotated datasets, and NLP tools available for
Arabic compared to languages such as English.
All of this complicates NLP tasks in Arabic.
Primarily, this paper has intended to detect pro-
paganda techniques in Arabic on social media
(tweets) and in paragraphs. The Arabic-NLP 2024
conference, along with ACL 2024, has organized
ArAlEval introducing a dataset that contains text
with 23 types of propaganda techniques, to detect
propaganda applied in text span (Hasanain et al.,
2024b).

To achieve our goal, we have augmented under-
represented propaganda techniques in the dataset
using synonym replacement from the nlpaug li-
brary and have evaluated a variety of models, in-
cluding three machine learning techniques (RF,
SVM, and MNB), one deep learning approach
(BILSTM), and three transformer-based models
(bert-base-arabic, Marefa-NER and AraBERT).
During our comparative analysis, each model has
been trained and assessed on the provided dataset.
The most effective model has been‘bert-base-
arabic”, attaining the micro-F1 score of 0.2995
which is the highest.

The core contributions of our research work are
augmenting underrepresented techniques in the
dataset using synonym replacement with nlpaug
and finetuning “bert-base-arabic” transformer
model to detect 23 propaganda technique classes
by specifying the span in the text. Detailed im-
plementation information is available in the linked
GitHub repository below- https://github.
com/Arefllln/CUET_SSTM—-AraiEval.

2 Related Work

Propaganda detection can be splitted into three
categories based on previous research works: tra-
ditional ML techniques, advanced DL models, and
transformer-based architectures.

ML-based techniques have been well-known for
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Frequency of Each Technique

No technique: 76.4%
Loaded Language: 4.8%
Questioning_the_Reputation: 3.6% m False_Dilemma-No_Choice: 0.4%
Exaggeration-Minimisation: 2.4%
Appeal_to_Authority: 1.8%
Causal_Oversimplification: 1.6%
Name_Calling-Labeling: 1.6% mmm Conversation Killer: 0.2%
Doubt: 1.4%
Flag_Waving: 1.1% mmm Appeal_to Popularity: 0.2%
Obfuscation-Vagueness-Confusion: 0.9%
Consequential_Oversimplification: 0.7% mem Whataboutism: 0.1%
Appeal_to_Fear-Prejudice: 0.7%

Techniques

Appeal_to_Values: 0.6%
Appeal_to_Hypocrisy: 0.5%
Slogans: 0.2%
Appeal_to_Time: 0.2%
Repetition: 0.2%

Red Herring: 0.2%
Straw_Man: 0.2%

Guilt_by Association: 0.1%

Figure 1: Frequency of propaganda techniques in the dataset.

detecting reliability in information. According to
Rashkin et al., 2017, the truthfulness of informa-
tion is based on common linguistic patterns. Naive
Bayes Classifiers (Rashkin et al., 2017, Mihalcea
and Strapparava, 2009), Support Vector Machine
(Mihalcea and Strapparava, 2009) and Random
Forest Classifier (Franklin et al., 2020) have been
mostly used to understand those patterns.

DL-based algorithms have been deployed when
data has become more available and affordable
due to the growth of social networks and increased
propaganda on social platforms. BiLSTM has
been most commonly used in numerous works
(Arsenos and Siolas, 2020).

Large language models like BERT, RoBERTa,
and GPT have been used in detecting propaganda
techniques (Hasanain et al., 2024b, Hasanain
et al., 2023). span-level annotation has been pro-
posed by Da San Martino et al., 2019, allowing
specific portions of the text to coincide with any
propaganda strategy. The top-performing models
have employed BERT-based representations for
a shared task! in 2019. XLM-RoBERTa-based
model Marefa-NER (Hussein et al., 2022) and
monolingual AraBERT (Attieh and Hassan, 2022)
have proved their promising possibility in the field
of propaganda detection. Several shared tasks
(Hasanain et al., 2024b, Alam et al., 2022) have
fueled the progress in the detection of reliable in-
formation in the Arabic Language.

3 Data

We have used the Arabic propaganda detection
dataset (introduced in Hasanain et al., 2024a)

"http://www.netcopia.net/nlp4if/2019/

from ArAlEval Shared Task 1 at ArabicNLP 2024
(Hasanain et al., 2024b), segmented into training
(6997 samples), development (921 samples), and
test sets (1046 samples). There are 995 tweets and
6002 paragraphs in the training set, 249 tweets and
672 paragraphs in the dev set, and 260 tweets and
786 paragraphs in the test set. The dataset includes
23 propaganda technique classes with notable dis-
tribution imbalances, as illustrated in Figure 1.
About 74.1% of the text in the dataset contains no
technique. To overcome this, we have augmented
underrepresented techniques using the synonym
replacement method of the nlpaug library (as men-
tioned in Coulombe, 2018). BeautifulSoup and
Regex have also been used for additional prepro-
cessing.

4 System

We have participated in only Task 1, which is an
unimodal and multilabel sequence tagging task.
The input is an Arabic multigenre text, particularly
a news paragraph or tweet, and the required output
is to detect propaganda techniques and their exact
spans in the text.

4.1 Data Augmentation

To accurately identify all the propaganda tech-
niques, that are imbalanced in the dataset, we
have augmented the lowest-frequent 10 technique
classes using the nlpaug library. This tool uses
synonym replacement to create text variations,
preserving their meanings but increasing training
data. We have selected “wordnet” as the source
and carefully adjusted the indices to maintain ac-
curate labeling. As a result, our training dataset
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Sentance Ay J& ol £8 )
(A disastrous leader. Oh God, hasten his demise)
Labels 1. text: 4,5 _,.¢, (disastrous leader), technique: Questioning the Reputation
2. text: a:j'{ tﬂiséstrous), technique: Loaded Language
Tokens 1 2 3 4
splitted o) &,K | U dlay
Label-1 | B-Questioning the | I-Questioning the O| O 0}
eputation Reputation
Label-2 0] B-Loaded Language | O 0] 0]
Final tags | B-Questioning the | B-Loaded Language | O 0] 0]
eputation

Table 1: Example of a Sentance with it’s labeling and the tagging process with BIO-encoding.

increased from 6997 entries to 9812.

4.2 Data Preprocessing

We have excluded emojis, special characters,
HTML tags, URLs, numbers, and punctuations,
retaining only Arabic letters and spaces for clar-
ity and relevance. Arabic text normalization has
removed Tashkeel (diacritical marks) and unified
character variations: different forms of ‘“alif”,
“taa” marbuta, and “non-standard kaf” to their
normalized version. Multiple spaces have been
replaced with a single space. Table 2 shows ex-
amples of how our preprocessing impacts Arabic
texts.

As sequence tagging can be considered a vari-
ation of Named Entity Recognition (NER), we
have adopted the “BIO” tagging technique from
NER. Before applying BIO tagging, we have to
tokenize texts into smaller segments to label with
annotated spans. This led to misalignments be-
tween token spans and labeled propaganda tech-
nique spans. We have explored 3 tokenization
techniques: tokenizing with marefa-ner, tokeniz-
ing with bert-base-arabic, and word-by-word split-
ting. The best-achieved consistency is by split-
ting word by word, though some misalignments
remained. We have handled this by labeling all
words that share the region of a propaganda span.
Another problem with this BIO-tagging is spans
can overlap, as shown in Table 1. There have been
two propaganda technique labels for the given sen-
tence. After applying word-by-word splitting on
this sentence, 5 tokens have been found. Label-
1 contains the first and the second split tokens.
So these two tokens are tagged with the technique
given in Label-1. On the other hand, Label-2 con-
tains only the second split token. So the Second
split token has been tagged again with the tech-

nique given by Label-2. This creates an overlap-
ping issue in the given dataset.

4.3 Initial Experimentation

We have tried some ML and DL strategies to bet-
ter understand the problem and to get the baseline.
We have applied Random Forest, SVM, and Multi-
nomial Naive Bayes Classifier, using DictVector-
izer for feature extraction. Our deep learning
architecture contains an embedding layer using
Word2Vec, a BiLSTM layer, a Dense layer with
ReLU activation, and a CRF layer.

4.4 Overview of the Adopted Model

We have implemented 3 transformer-based mod-
els. Marefa-NER is a large NER model targeted to
extract 9 different entities. AraBERT, on the other
hand, is a model trained on 60M Arabic tweets
and introduced by Antoun et al., 2020. “bert-base-
arabic” Safaya et al., 2020 is a BERT based Arabic
pre-trained model which is available on Hugging-
Face. This uncased model has been pre-trained
on a corpus consisting of 8.2 billion Arabic words
covering both Modern Standard Arabic and vari-
ous dialects.

After BIO-encoding the labels, we have 47 tar-
get classes, making it a multi-class token classifi-
cation challenge. We have used the models experi-
menting with various hyperparameters to optimize
training. A pre-trained tokenizer has been used
and tokenized samples with a maximum length of
128 and ensured truncation. For training, we have
used the Trainer APL

5 Results and Analysis

In this section, we present performance compar-
isons among the various ML, DL, and transformer-
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Before Preprocessing | Preprocessing Actions After Preprocessing
Ladse o ¥¢/V Slbad | Remove numbers and punctuation | lsdse o Olyus

Ol oo el Standardize “alif” forms Ol o el

dols Do oda Replace “taa” marbuta dols dops oda

Table 2: Examples of Preprocessing Actions on Arabic Text.

based approaches we have examined during our
study.

5.1 Parameter Setting

In our best-performing transformer model, “bert-
base-arabic”, the parameters have been set as fol-
lows: learning rate as 0.000001 and weight de-
cay as 0.001, 15 training epochs with conditions
to save the best model with the lowest evaluation
loss, training and evaluation batch size both set to
8 and the optimizer to Adam. We have also eval-
uated the performance of AraBERT and Marefa-
NER with varying parameters. The best perfor-
mance with AraBERT was achieved with a learn-
ing rate of 0.0001 and a weight decay of 0.01,
training and evaluation batch size was same as
“bert-base-arabic” and have ran for 10 epochs. In
Marefa-NER, learning rate and weight decay was
same as AraBERT, batch size for both the train and
evaluation have been set to 4 and have ran for 4
epoch.

5.2 Evaluation Metrics

The metric used to evaluate this task is a modified
micro-average F1 score that considers the match-
ing between the gold-standard labels and the pre-
dictions. Additionally, we have focused on mea-
suring other metrics such as precision scores (P)
and recall (R) scores.

5.3 Comparative Analysis

We have found that among all our strategies, the
“bert-base-arabic” has achieved the highest micro-
F1 of 0.2994 whereas “Marefa-NER” achieved
the highest F1 score of 0.28. Table 3 presents
the class-wise F1 scores. “bert-base-arabic” per-
formed better than all models securing 1°¢ rank in
the leaderboard.

Analysing the F1 scores of the transformed-
based models shown in Table 3, It has been found
that the F1 scores are very close. So a question has
been arised whether the differences are actually
significant. So we have splitted our test dataset

. Micro Average

Classifier P R Fi

MNB 0.153 0.088 0.112
ML (baseline)

RF 0.161 0.133 0.146

SVM 0.214 0.128 0.16
DL BiLSTM 0.266 0.175 0.211

bert-base-ner | 0.314 0.286 0.299
TF Marefa-NER | 0.312 0.256 0.281

AraBERT 0.301 0.26  0.279

Table 3: Performance of different systems on test
dataset

into 4 split ensuring random shuffling and named
them as “prop_test-17, “prop_test-2”, “prop_test-
3” and “prop_test-4”. We have ran a statistical dif-
ference test with the 4 split of test dataset with the
transformer-based models. The result obtained has
been shown in Table 4. It shows that, “bert-base-
ner” performing better then the other models for
almost all the splits of test data. Hence, we can as-
sure the significance of the minor differences be-
tween our best performing model with the other
models.

5.4 Discussion

As mentioned before, the annotation contains Pro-
paganda technique spans that overlap each other.
However, our model does not consider overlap-
ping and provides output as nonoverlapping spans.
This is a major reason of error in most of the
cases. Also despite we have augmented the under-
represented techniques, the dataset remains quite
imbalanced. While augmenting, some dominant
techniques such as “Loaded Language” have also
increased. Our future works will be to overcome
the overlapping span issue with a proper encoding
strategy and to create a more balancing dataset.

6 Conclusion

Though Arabic language processing is a very chal-
lenging task, we have been able to identify 23 dis-
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Model Name | prop_test-1 | prop_test-2 | prop_test-3 | prop_test-4

Marefa-NER 0.264 0.295 0.258 0.272
AraBERT 0.288 0.306 0.237 0.291

bert-base-ner 0.301 0.296 0.277 0.303

Table 4: Statistical difference test with the transformer-based models

tinct propaganda techniques with their spans. We
have contributed to augmenting underrepresented
techniques and testing with a variety of ML, DL
and transformer-based models. Among these,
“bert-based-ner” outperformed others achieving a
micro-F1 score of 0.2995. However, our model
has struggled with overlapping spans and has been
biased toward the majority class.

Ethics Statement

During the analysis, preprocess, and implementa-
tion of our systems, we have been committed to
keeping the highest ethical standard. Our goal is to
share and contribute positively toward the devel-
opment of a propaganda technique detection sys-
tem in the Arabic language.
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