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Abstract

Detecting propaganda in multimodal content,
such as memes, is crucial for combating dis-
information on social media. This paper
presents a novel approach for the ArAlEval
2024 shared Task 2 on Multimodal Propagan-
distic Memes Classification, involving text, im-
age, and multimodal classification of Arabic
memes. For text classification (Task 2A), we
fine-tune state-of-the-art Arabic language mod-
els and use ChatGPT4-generated synthetic text
for data augmentation. For image classification
(Task 2B), we fine-tune ResNet18, Efficient-
FormerV2, and ConvNeXt-tiny architectures
with DALL-E-2-generated synthetic images.
For multimodal classification (Task 2C), we
combine ConvNeXt-tiny and BERT architec-
tures in a fusion layer to enhance binary clas-
sification. Our results show significant perfor-
mance improvements with data augmentation
for text and image classification models and
with the fusion layer for multimodal classifica-
tion. We highlight challenges and opportunities
for future research in multimodal propaganda
detection in Arabic content, emphasizing the
need for robust and adaptable models to combat
disinformation.

1 Introduction

The rapid proliferation of social media has led to
an unprecedented spread of information, includ-
ing propagandistic content designed to manipulate
public opinion (Chernyavskiy et al., 2024). Pro-
paganda employs various techniques to influence
the emotions, attitudes, and actions of its target
audience (Jowett and O’donnell, 2018). The rise of
multimodal content, such as memes, has added a
new dimension to the challenge of detecting pro-
paganda online (Manzoor et al., 2023; Dimitrov
et al., 2021; Wilson et al., 2023). Memes, which
combine text and images, have become a popular
medium for spreading propaganda on social media
platforms (Al-Saqqa and Awajan, 2021).

Detecting propaganda in memes is a complex
task that requires understanding both textual and
visual content. Previous work on multimodal propa-
ganda detection has primarily focused on English-
language content (Dimitrov et al., 2021; Kiela et al.,
2020). However, research on detecting propaganda
in Arabic memes is limited despite the increasing
prevalence of such content on Arabic-language so-
cial media (Alhindi et al., 2019).

In this paper, we present a novel framework to
tackle the ArAlEval 2024 shared task, focusing
specifically on Task 2: Multimodal Propagandis-
tic Memes Classification. For Task 2A, we fine-
tune various pre-trained Arabic language models,
including AraBERTv1, AraBERTv2, MARBERT,
CAMEeLBERT, AraGPT-2, qarib-bert, electra-gpt,
and Arabic-BERT (Antoun et al., 2020; Abdul-
Mageed et al., 2021; abd; Inoue et al., 2021;
Alkhamissi et al., 2022). We augment these models
with a classification layer and employ class weight-
ing to handle the imbalanced dataset. We further
enhance the models by fine-tuning on a combina-
tion of original and synthetic text data generated
using ChatGPT4.

For Task 2B, we fine-tuned pre-trained ResNet18
(He et al., 2015), ConvNeXt-tiny (Liu et al., 2022),
and EfficientNetV2 (Li et al., 2023) models for
meme image classification. These models were
augmented with additional synthetic images gen-
erated by DALL-E-2 to improve binary classifi-
cation performance. For Task 2C, we combined
the AraBERT model trained in Task 2A with the
ConvNeXt-tiny model trained in Task 2B to jointly
extract features from both text and images. These
features were concatenated and fed into a fusion
layer, followed by a binary classification layer.

The main contributions of our work are the fol-
lowing:

* We develop a novel holistic framework for de-
tecting propaganda in Arabic memes, leverag-
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ing and customizing with a fusion layer state-
of-the-art pre-trained language models and
multimodal architectures.

* We propose a data augmentation scheme for
alleviating class imbalance by using synthetic
propaganda text generated by ChatGPT4 for
improving the performance of our text classi-
fication models.

* We offer insights into the challenges and op-
portunities for future research on multimodal
propaganda detection in Arabic content.

2 Related work

The ArAlEval shared task, organized by Hasanain
et al. (2024b), focuses on detecting propagandistic
techniques in unimodal and multimodal Arabic
content. This shared task builds upon the pre-
vious edition, ArAlEval 2023 (Hasanain et al.,
2023b), which targeted persuasion techniques
and disinformation detection in Arabic text. The
organizers have also explored the use of large
language models for propaganda span annotation
(Hasanain et al., 2023a) and investigated the ability
of GPT-4 to identify propaganda spans in news
articles (Hasanain et al., 2024a). The ArAlEval
shared task is a continuation of the efforts made
in the WANLP 2022 shared task on propaganda
detection in Arabic (Alam et al., 2022). The
spread of propaganda on social media platforms is
not limited to English-language content. Arabic-
language social media has also seen a rise in the
dissemination of propagandistic content, including
memes (Kougia et al., 2023). Alhindi et al. (2019)
presented a corpus of Arabic propaganda posts on
social media, highlighting the need for research
on detecting propaganda in Arabic content. Rosso
et al. (2018) conducted a survey on author profiling,
deception, and irony detection for the Arabic
language, discussing various aspects of Arabic
natural language processing that could be relevant
to the task of identifying propaganda in Arabic
memes.

Rangel et al. (2019) focused on detecting de-
ceptive tweets in Arabic for cyber-security pur-
poses, demonstrating the importance of identify-
ing manipulative content on Arabic social media
platforms. Zaghouani and Charfi (2018) presented
a large multi-dialect Twitter corpus for Arabic,
which could be useful for understanding the lin-

guistic characteristics of Arabic social media con-
tent and developing models for detecting propa-
ganda in memes. While not directly related to
propaganda detection, other studies have demon-
strated the application of text analysis techniques
to Arabic content in various social contexts. For
example, Zaghouani (2018) presented a large-scale
Arabic social media corpus for detecting youth de-
pression, highlighting the importance of analyzing
Arabic social media content for mental health mon-
itoring purposes. In this work, we alleviated the
class imbalance through the automatic generation
of synthetic texts by chat-GPT, and we improved
multimodal classification by using a fusion layer
concatenating image and text features to feed a
dense neural layer for classification.

3 Data

The ArAlEval 2024 shared task consists of two
main tasks focusing on the detection of propagan-
distic content in Arabic media. Task 1, Unimodal
(Text) Propagandistic Technique Detection, is a
sequence tagging task that involves identifying pro-
paganda techniques and their corresponding spans
within a given text snippet. The input can be either
a news paragraph or a tweet. The goal is to detect
the specific propaganda techniques used in the text
and the exact spans where each technique appears.
Task 2, Multimodal Propagandistic Memes Clas-
sification, focuses on the classification of propa-
gandistic content in multimodal memes. This task
is further divided into three Tasks. Task 2A, Text-
based Propaganda Classification, aims to classify
whether the text extracted from a meme is propa-
gandistic or not. Task 2B, Image-based Propaganda
Classification, involves determining whether the
content of a meme (an image with overlaid text) is
propagandistic. Task 2C, Multimodal Propaganda
Classification, requires detecting whether the con-
tent of a meme is propagandistic based on both the
extracted text and the meme image itself. Our focus
is solely on Task 2, specifically the Multimodal Pro-
pagandistic Memes Classification task. The dataset
(Alam et al., 2024) consists of 2143, 312, and 607
pairs of text and images for the training, validation,
and test splits, respectively. The training set is im-
balanced, with 603 pairs in the propaganda class
and 1540 pairs in the non-propaganda class.
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4 Methodology

In this section, we present the various techniques
used for developing the final model for the task.
The objective is to classify memes as either propa-
gandistic or non-propagandistic. The task involves
multimodal classification of propagandistic memes,
subdivided into three distinct Tasks: Task 2A,
Task 2B, and Task 2C (description in Sec 3).
Each of these Tasks entails a binary classification
objective.

Task 2A: We fine-tuned various pre-trained
models trained on Arabic content, including
AraBERTv1, AraBERTv2, MARBERT, CAMeL -
BERT, AraGPT-2, qarib-bert, electra-gpt, and
Arabic-BERT (Antoun et al., 2020; Abdul-Mageed
et al., 2021; abd; Inoue et al., 2021; Alkhamissi
et al., 2022). To accomplish this, we augmented
these models by attaching a classification layer
with random weights. Given the imbalanced nature
of the dataset, we employed a class weighting
scheme during the fine-tuning process. Initially,
we fine-tuned the pre-trained model using the
original dataset. Subsequently, we optimized
the model by adjusting the dropout rate. Further
enhancement was achieved by fine-tuning the
last layer of the model using both synthetic and
original text, resulting in improved performance
over the original dataset (see Table 1). To further
augment the dataset, we leveraged ChatGPT4
to analyze themes and generated synthetic text
for both classes. This augmentation effectively
doubled the size of the dataset. Following this, we
fine-tuned the last layer of the model once again
and increased the dropout rate (refer to Section
4). The incorporation of additional synthetic
text into the original dataset led to an observable
improvement in model performance (see Table 1).
Task 2B: We fine-tuned ResNetl8 (He et al.,
2015), ConvNeXt-tiny (Liu et al., 2022), and
EfficientNetV2 (Li et al., 2023), augmenting
them by replacing the classification layer with a
binary classification layer. Given the dataset’s
imbalance, we employed a class weighting scheme
during training. Initially, we froze the feature
extraction layers and trained only the classification
layer to stabilize its weights. Additionally, we
optimized the model by adjusting the dropout
rate (for ResNet18) and stochastic drop path rate
(for ConvNeXt-tiny). After these adjustments,
we trained the model for a few epochs before
unfreezing it for further training. To balance

the dataset, we leveraged DALL-E-2 to generate
synthetic images. Through its image-to-image
pipeline, we created synthetic propaganda images
by providing propaganda meme images and
associated text. These augmentations significantly
improved model performance (see Table 1). With
these enhancements, we fully trained the model
to accurately categorize memes. Incorporating
additional synthetic images into the original
dataset notably boosted performance (see Table 1).
Task 2C: Initially, we utilized pretrained AraBERT
and ConvNeXt-tiny models to extract text and
visual features from meme text and images.
Subsequently, various machine learning algorithms
were employed for classification. Additionally, we
incorporated the trained text model from Task 2A
(see subsection 4) and the visual model from Task
2B (see subsection 4). Features were extracted
from these models and concatenated, leading to
improved performance compared to the baseline.
Later, we combined the text and visual models in a
deep learning setup to extract feature embeddings.
A fusion layer was attached to combine these
features, followed by a binary linear classification
layer. We optimized the dropout rate for the text
model and the stochastic drop path rate for the
visual model. Both the text and visual models
were frozen, and only the fusion and classification
layers were trained. The incorporation of text and
visual models together in a deep learning setup,
along with the use of a fusion layer, resulted in
a noticeable improvement in model performance
(see Table 1).

Experimental Setup. We conducted all experi-
ments using PyTorch 2.1.2 on an Ubuntu 22.04.4
operating system, training the models on an
Nvidia-RTX 2080 GPU. The AdamW optimizer
was utilized, with an initial learning rate of 1e™>
for text models ( Task 2A) and the multimodal
network of Task 2C, and 1e—* for visual models
( Task 2B). A batch size of 32 was maintained
across different tasks, while for GPT text models,
the batch size was set to 1. The sentence length
for tokenization was fixed at 128, and images
were resized to 224x224 across all tasks. In Task
2A, we initially set the dropout rate to 0.25 for
the original dataset and trained for 50 epochs.
Subsequently, we increased the dropout rate to
0.5 to balance the dataset through synthetic data
and further trained for 30 epochs. In a later stage,
when the dataset size doubled due to synthetic data
augmentation, the dropout rate was set to 0.75, and
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training was extended to 100 epochs. For Task
2B, the stochastic drop path rate was set to 0.1 for
training the last layer and trained for 10 epochs.
During full model training, the rate was increased
to 0.15, and training was extended to 100 epochs.
Additionally, the dropout rate was set to 0.5 for
text models, while the stochastic drop path rate
was set to 0.2 for Task 2C. Model training for Task
2C was conducted for 100 epochs. The model
achieving the highest F1-micro score is saved.

5 Results and Discussion

The official metric used for each task is the Macro
F1-score. Table 1 illustrates the tangible impact of
data augmentation and classification methods on
model performance (Macro F1) during the devel-
opment phase of Task 2A, Task 2B, and Task 2C of
ArAlEval. Notably, the augmentation techniques
have led to significant improvements across differ-
ent tasks. In Task 2A, augmenting both propaganda
and non-propaganda classes (denoted as "Both,
2x") doubled the dataset size and resulted in a no-
table increase in Macro F1-score, with AraBERT
achieving an impressive Fl-score of 0.80. Task
2B showcased a similar trend, where augmenting
only the propaganda class enhanced model perfor-
mance. ConvNeXt-tiny, for instance, achieved an
F1-score of 0.736 with augmentation, compared
to 0.729 without augmentation. Task 2C demon-
strated the effectiveness of utilizing a fusion ap-
proach (Shah et al., 2024), combining AraBERT
and ConvNeXt-tiny models. This fusion approach
yielded the highest Macro F1-score among all tasks,
with the ensemble model achieving an F1-score of
0.837. These results underscore the importance of
data augmentation strategies and innovative classi-
fication methods in enhancing model performance
in multimodal classification tasks.

Table 2 presents the leaderboard standings for
Tasks 2A, 2B, and 2C of the ArAlEval com-
petition hosted at ArabicNLP24. Notably, our
team, Meme_mind, secured commendable posi-
tions across all tasks, showcasing competitive per-
formance in the multimodal classification chal-
lenge. In Task 2A, our team achieved a Macro
F1-score of 0.7464, securing a notable position
among other participants. Additionally, in Task
2B, our model exhibited robust performance with a
Macro Fl-score of 0.6634, further underlining our
team’s proficiency in meme image classification.

Task | Model Augmentation F1
AraBERT No 0.763
2A AraBERT Yes (prop.) 0.789
AraBERT Yes (both, 2x) 0.80
B ConvNeXt No 0.729
ConvNeXt Yes (prop.) 0.736
e AraBERT + ConvNeXt | Random Forest | 0.819
AraBERT + ConvNeXt | Fusion 0.837

Table 1: Impact of Data Augmentation and Classifica-
tion Methods on Model Performance (Macro F1) during
the Development Phase of Task 2A, Task 2B, and Task
2C of ArALEval. "Prop." denotes augmentation for
only the propaganda class, while "Both, 2x" indicates
augmentation for both classes, doubling the dataset size.

Furthermore, in Task 2C, our team’s ensemble ap-
proach garnered significant recognition, achieving
a Macro Fl-score of 0.7972 and securing a promi-
nent position on the leaderboard. These results
underscore the effectiveness of our approach in ad-
dressing the challenges posed by propagandistic
content detection across diverse modalities.

Task Team Macro F1
MZ 0.7869
CLTL 0.7796
Meme_mind (Ours) 0.7464
Task 2A | DLRG 0.7394
One_by_zero 0.6742
Z-Index 0.6330
Baseline (Random) 0.4529
CLTL 0.7104
Meme_mind (Ours) 0.6634
Task 2B F\i7 0.6592
Baseline (Random) 0.4755
MZ 0.8051
ASOS 0.7987
CLTL 0.7980
Task 2C | Meme_mind (Ours) 0.7972
Team Engima 0.7526
MODOS 0.7290
Z-Index 0.7120
Baseline (Random) 0.4923

Table 2: Leaderboard for Tasks 2A, 2B, and 2C of the
ArAlEval competition at ArabicNLP24.

6 Conclusion

We presented our contribution to the ArAlEval
Shared Task, utilizing advanced language and vi-
sion models. Our approach includes augmentation
through generated texts and layers to fuse multi-
modal features. This initiative and our proposed
solutions highlight the increasing significance of
developing effective methods for analyzing Arabic
social media content, especially in detecting pro-
paganda and manipulative content. By leveraging
state-of-the-art language models and multimodal
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architectures, our goal is to advance propaganda
detection in Arabic memes and the broader field of
Arabic natural language processing.
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