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Abstract

The Coptic language, rooted in the historical
landscapes of Egypt, continues to serve as a vi-
tal liturgical medium for the Coptic Orthodox
and Catholic Churches across Egypt, North Su-
dan, Libya, and the United States, with ap-
proximately ten million speakers worldwide.
However, the scarcity of digital resources in
Coptic has resulted in its exclusion from dig-
ital systems, thereby limiting its accessibility
and preservation in modern technological con-
texts. Our research addresses this issue by
developing the most extensive parallel Coptic-
centered corpus to date. This corpus comprises
about 8,000 parallel sentences between Arabic
and Coptic, and more than 24,000 parallel sen-
tences between English and Coptic. We have
also developed the first neural machine trans-
lation system between Coptic, English, and
Arabic. Lastly, we evaluate the capability of
leading proprietary Large Language Models
(LLMs) to translate to and from Coptic using
a few-shot learning approach (in-context learn-
ing). Our code and data are available at https:
//github.com/UBC-NLP/copticmt.

1 Introduction
With written records dating back to 3,400 B.C.,
Egyptians trace their roots to one of theworld’s old-
est civilizations. While modern Egyptians primar-
ily speak the Egyptian dialect of Arabic, millions
in Northeastern and Eastern Africa continue to use
Coptic as their everyday language. This unique lan-
guage combines elements of the ancient Egyptian
languages Demotic, Hieroglyphic, and Hieratic. It
was the language of the Ptolemaic rulers follow-
ing the spread of Greek culture throughout much
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of the Near East. The Coptic script borrows from
the Greek alphabet while retaining features from
Egypt’s writing traditions.

Large Language Models (LLMs) are known
for their exceptional performance with languages
extensively represented in their pre-training data
(Wang et al., 2023; Zhang et al., 2023b). How-
ever, their performance significantly declines for
languages with lower representation. Several meth-
ods have been proposed to address this issue.
These methods include continual training incor-
porating new data representing the low-resource
languages (Gupta et al., 2023; Zhao et al., 2024;
Husain et al., 2024), instruction fine-tuning (Zhao
et al., 2024; Azime et al., 2024), and vocabulary
extension to cover new languages (Cui et al., 2024;
Zhang et al., 2023b).

The primary challenge with these methods is
their reliance on substantial amounts of new data.
In the case of Coptic, as far as we know, no special-
ized dataset exists for pre-training or fine-tuning
models. Furthermore, an examination of the vo-
cabulary of several LLMs (Raffel et al., 2020; Xue
et al., 2021; Touvron et al., 2023) reveals that Cop-
tic characters are entirely absent. We hypothesize
that the absence of Coptic language symbols will
prevent these models from generating or under-
standing the Coptic language.

To address these challenges for Coptic, this
study begins by compiling the available Coptic text
from the internet into a unified parallel dataset.
We then develop a compact translation model be-
tween Arabic/Coptic and English/Coptic language
pairs. To develop the model, we initially estab-
lish a baseline using a simple Seq2Seq architec-
ture (Vaswani et al., 2017). We train this model
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Figure 1: Coptic translation

with English-Coptic and Arabic-Coptic pairs and
then experiment with a many-to-many approach
where the same model is trained to translate be-
tween all three languages. In the second phase, we
perform full fine-tuning on more specialized mod-
els such as mT5 and M2M100 (Fan et al., 2021;
Xue et al., 2021), using both pairwise and many-to-
many translation methods. Moreover, as we have a
limited dataset and unseen scripts, we hypothesize
that the T5-Small version will generalize better to
the dataset compared to the T5-Base since the lat-
ter is larger and can overfit the training data.

Furthermore, we assess the capabilities of the
current top proprietary and open-source LLMs
on Coptic-centered translation. We experiment
with closed models such as GPT-4-Turbo-2024-04-
09 (OpenAI, 2024), Claude 3 Opus (Anthropic,
2024), and Gemini 1.5 Pro-API-0409-Preview
(Team et al., 2023). For open-source models, we
investigate Llama-3-70b-Instruct (Touvron et al.,
2023). We focus on translating between the various
pairs without any training, utilizing an in-context
(zero-shot and few-shot) learning approach.

The rest of this paper is organized as follows:
Section 2 is about related work. Section 3 offers
a background about the Coptic language. In Sec-
tion 4, we introduce our datasets. We present our
methods in Section 5 and our results in Section 6.
We conclude and provide an outlook about future
work in Section in Section 7.

Consequently, we have endeavored to com-
pile available parallel corpora and then assess
the best methods to fine-tune LLMs for trans-
lating between these language pairs. Previous
research, such as DIPMT (Ghazvininejad et al.,
2023), has explored translation in low-resource
languages through prompting, providing transla-
tions for uncommonwords using existing dictionar-
ies. This approach suits languages where LLMs
exhibit basic syntactic understanding, potentially

learned through n-gram language modeling. How-
ever, traditional prompting methods are often in-
adequate when faced with a completely new lan-
guage, from which LLMs must learn vocabulary
and grammar from scratch. This led to the devel-
opment of DIPMT++ and has inspired further re-
search into machine translation for low-resource
languages. And the Coptic not only most of the
LLMs, hasn’t been seen during the training more-
over the Coptic characters are not present in the
dictionary of most of the LLMs such as LLama2,
LLama3 (Touvron et al., 2023), mT5 (Xue et al.,
2021) With this in mind we have decided to handle
the tasks of the multilingual machine translation
between the Arabic, English and Coptic in the 5
setups the first one we are going to build the base-
line using Seq2Seq (Vaswani et al., 2017) we are
going to train in two fashions the first one in which
we have pairs b (English ↔ Coptic) and (Arabic
↔ Coptic) alongside use of the many to many lan-
gauge in which the same model is trained to trans-
late between three languages (Arabic↔Coptic↔)
the goal is to test which approaches can best results
as the available parallel corpus is limited and we
aim to use whatever resource we have to the fullest,
the second setup is which in we are going to per-
form full finetuning to (Fan et al., 2021; Xue et al.,
2021) models and we are going to before also pairs
andmany translation, the third setups is using Zero-
shot learning in which we are going to use open
source models such as LLama3 and other closed
source models such as GPT3.5, GPT4 and Gemini
models, and as the closed source models will re-
quire us to access them via API for those closed
model we are going to use portion of the test set
that is sampled randomly . The fourth setup is few-
shot learning, the fifth is the in-context learning for
the Gemini Model, and finally, we are going to dis-
cuss howwe can tune (Zhang et al., 2024) model to
handle the case of the Coptic Arabic and English
translation to handle the machine translation be-
tween the different languages. In this paper, we are
taking our first steps to create such a machine trans-
lation system. It is like we are building a bridge
between languages. To help our system learn, we
are introducing it to 24,000 parallel Coptic and En-
glish sentences and 16,800 Arabic to Coptic Paral-
lel data. We aim to build a multi-languagemachine
translation system capable of translating between
Arabic and Coptic, Coptic and Arabic, English and
Coptic, and Coptic and English. We have collected
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a corpus of parallel sentences and proposed trans-
formers (Vaswani et al., 2017) pipeline for Coptic
to English translation. Additionally, through trans-
fer learning, we found that the mT5 (Xue et al.,
2021) model can generalize and adapt to languages
with unseen scripts, such as Coptic, even without
prior exposure to Coptic data during training. Our
data collection efforts and adaptation of large lan-
guage models like mT5 (Xue et al., 2021) for un-
seen scripts also hold promise for other languages.

2 Related Work

This section reviews research on fine-tuning large
language models (LLMs) for machine translation
in low-resource languages. Most studies focus on
languages encountered during LLM pre-training,
excluding Coptic. We examine specific LLMs and
pre-trained language models (PLMs) used in our
study to determine their exposure to Coptic. We
also review methods for fine-tuning LLMs for low-
resource languages, establishing a baseline, and
identifying challenges. Our goal is to adapt and
enhance these techniques for Coptic, which is sig-
nificantly underrepresented in machine translation
research.

2.1 Large Language Models in Use
Since the introduction of transformers by Vaswani
et al. (2017), large language models (LLMs) have
significantly progressed, diversifying the land-
scape of machine translation technologies. Ini-
tially, these transformers utilized an encoder-
decoder framework. Over time, however, pre-
trained language models (PLMs) and other LLMs
have adopted various architectural frameworks.
Some PLMs targeted at natural language under-
standing (NLU) employ an encoder-only model,
while others focused on natural language genera-
tion (NLG) utilize solely the decoder component
of the transformer model (Touvron et al., 2023;
?; Team et al., 2023; Anthropic, 2024; OpenAI,
2024). Meanwhile, specific models continue to im-
plement the full encoder-decoder configuration, es-
pecially those designed for translation tasks, such
as the model by Fan et al. (2021), which was
trained on over a hundred languages, and text-to-
text models like MT5 (Xue et al., 2021), which can
handle multiple tasks but require specific prompts.

In our study, we explore the use of the afore-
mentioned models (Vaswani et al., 2017; Fan et al.,
2021; Xue et al., 2021; Touvron et al., 2023; An-

thropic, 2024; Team et al., 2023; OpenAI, 2024)
for machine translation between Coptic, Arabic,
and English. Our initial step involves identifying
which of thesemodels have been trained in the Cop-
tic language. Examination of the dictionaries from
open-source models (Xue et al., 2021; Fan et al.,
2021; Touvron et al., 2023) revealed an absence of
Coptic vocabulary, indicating no direct training in
this language. For closed-sourcemodels, zero-shot
testing showed that while GPT-4 recognizes Coptic
characters, its translation performance is poor, sug-
gesting exposure to Coptic data but not to our spe-
cific parallel corpus (OpenAI, 2024). Conversely,
Claude by Anthropic (2024) demonstrated some
capability in zero-shot translation tasks involving
Coptic, suggesting it may have been trained on a
parallel corpus that includes Coptic, English, and
Arabic (Anthropic, 2024).

2.2 Adapting Pretrained Language Models to
Low-Resource Settings

Adapting large language models (LLMs) to low-
resource languages is a multifaceted process. Com-
monly, this adaptation involves continual pre-
training on monolingual texts to enhance model
performance (Lin et al., 2023). However, extensive
monolingual resources are not always available for
the initial adaptation of the LLM embeddings to
the target low-resource language before fine-tuning
for translation tasks. In the field of neural machine
translation, there is no prior work specifically ad-
dressing the Coptic language. Nonetheless, simi-
lar research can offer valuable insights. For exam-
ple, Ahia and Ogueji (2020) developed the first su-
pervisedmachine translation system betweenNige-
rian Pidgin and English using Seq2Seq transform-
ers (Vaswani et al., 2017), achieving BLEU scores
of 24 and 21 for English to Pidgin and Pidgin to En-
glish translations, respectively. Notably, due to the
limited corpus, their approach involved reducing
the size of the transformer model without employ-
ing transfer learning from pre-trained language
models. In contrast, Lin et al. (2023) enriched their
translation efforts by assembling nearly 30K par-
allel texts from the Holy Bible and then applied
transfer learning using the T5 English model and
the mT5 model for the translation tasks, signifi-
cantly enhancing the performance of transformer-
based models. Similarly, Osman et al. (2023) en-
riched an Arabic-Swahili parallel corpus by sourc-
ing texts from the Bible. They trained models (Fan
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et al., 2021; Xue et al., 2021) for Arabic-Swahili
machine translation, finding that the model from
Fan et al. (2021) outperformed Xue et al. (2021).
Their use of the T5 model explored state-of-the-art
outcomes in bidirectional translation (Osman et al.,
2023; Fan et al., 2021), underscoring the potential
of LLMs in translating between English and Pidgin
as well as other language pairs.

2.3 Teaching LLMS for unseen language
Adapting LLMs to Zhuang Zhang et al. (2024)
introduced DIPMT++, a method designed to adapt
large language models (LLMs), such as GPT-4 and
LLaMA-2 to unseen language on the fly mean-
ing without the need of collecting further mono-
lingual corpus and pretrain the LLMs on them
nor the need for Supervised Finetuing SFT. Zhang
et al. (2024) has tested their approach with the
Zhuang language. Although these models were
not initially trained to handle Zhuang, they can to-
kenize Chinese characters, which are used in the
Zhuang writing system. This capability allows the
LLMs at least correct tokenization of the input.
The DIPMT++ method utilizes a combination of
a dictionary and a limited parallel corpus of 5,000
sentences to facilitate in-context learning (ICL).
Central to this approach is a dictionary compiled
from existing resources, which includes Zhuang
words alongside their Chinese translations, thus
providing critical lexical information. Within the
DIPMT++ framework, this dictionary is directly
integrated into translation prompts, pairing each
word in the source sentence with its correspond-
ing dictionary translation. This design uses sample
translations as exemplars, enhancing the model’s
understanding and generative capabilities, signifi-
cantly improving translation accuracy, and demon-
strating the potential of ICL to adapt LLMs to new
languages with scant data efficiently.

3 The Coptic Language
3.1 The Evolution of the Coptic Language
Until the arrival of the Arabs in the seventh century,
Coptic was the spoken language of ancient Egypt.
It initially appeared in hieroglyphic script, then
progressed to hieratic and demotic scripts (Sus-
copts, n.d.). Around the third century B.C., during
the Ptolemaic era, Egyptians adopted the Greek al-
phabet (comprising 25 letters from Greek origins),
creating what we now know as Coptic. However,
due to theGreek alphabet’s limitations in represent-

ing Egyptian sounds, seven demotic letters were in-
tegrated into the Coptic alphabet, resulting in a to-
tal of 32 letters in the Coptic alphabet (Suscopts,
n.d.).

The Coptic language was the predominant spo-
ken language in Egypt until the 11th Century, at
which point it began to be supplanted by Arabic.
Historical records suggest that in certain regions of
Upper Egypt, Coptic continued to be spoken until
the 17th century (Suscopts, n.d.). In contemporary
times, Coptic is mainly used within the context of
religious ceremonies and traditions within the Cop-
tic Orthodox Church. Although it is still utilized
in rituals like prayers, hymns, and reading sacred
texts, its spoken usage in everyday conversations
has greatly decreased.

3.2 The Coptic Diaspora
Coptic Oriental Orthodox Christianity is the pre-
dominant faith among the majority of ethnic Copts,
making them the foremost Christian denomination
in Egypt, as well as across the Middle East, Sudan,
and Libya. In Egypt, Copts make up approximately
10-20% of the population (around 18 million fol-
lowers). In Sudan and Libya, Copts represent just
over 1% of the respective populations (contribu-
tors, 2024). Figure 2 provides a visual representa-
tion of countries where Coptic communities have
indigenous roots.

The Coptic diaspora extends beyond Egypt, Su-
dan, and Libya, with significant communities in
the United States, Canada, and Australia. The
United States hosts the largest Coptic diaspora
globally, with estimates ranging from 100K to 1M
individuals, although official data remains scarce
(contributors, 2024). Smaller Coptic communi-
ties, under 10K people, exist in countries includ-
ing Britain, France, Germany, Austria, Switzer-
land, Italy, Lebanon, Jordan, and the United Arab
Emirates. Recent missionary efforts have also led
to the emergence of Coptic communities in sev-
eral sub-Saharan African nations such as Zambia,
Kenya, the Democratic Republic of the Congo,
Zimbabwe, Namibia, and South Africa contribu-
tors (2024).

3.3 The Diverse Landscape of Coptic Dialects
Coptic encompasses six distinct dialects, with four
spoken in Upper Egypt and two in Lower Egypt,
primarily differing in their phonetic systems (The
Editors of Encyclopaedia Britannica, 2017). The
Fayyūmic dialect, spoken in Upper Egypt along the
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Greek α β γ δ ε ζ η θ ι κ λ μ ν ξ ο π ρ σ τ υ φ χ ψ ω
Coptic ⲁ ⲃ ⲅ ⲇ ⲉ ⲋ ⲍ ⲏ ⲑ ⲓ ⲕ ⲗ ⲙ ⲛ ⲝ ⲟ ⲡ ⲣ ⲥ ⲧ ⲩ ⲫ ⲭ ⲯ ⲱ

Table 1: Adaptation of Greek letters into Coptic alphabet.

Coptic Letter ϣ Ϥ Ϧ Ϩ Ϫ Ϭ ϯ
Sound Shai Fai Khai Hori Ganga Cheema Tee

Table 2: Coptic letters derived from older Egyptian scripts.

Figure 2: The map illustrates the main regions where the Cop-
tic community primarily resides in present-day Egypt, Libya,
and Sudan.

Nile’s west bank, persisted until the 8th century.
Asyūṭic, also known as Sub-Akhmīmic, thrived
around Asyūṭ in the 4th century, while Akhmīmic
was prevalent in and around the city of Akhmīm.
Sahidic, initially spoken near Thebes, became the
standard Coptic for Upper Egypt after the 5th cen-
tury, known for its extensive documentation (The
Editors of Encyclopaedia Britannica, 2017). In
Lower Egypt, Bashmūric remains poorly under-
stood, with limited surviving texts, while Bohairic,
originating in the western part of Lower Egypt,
including Alexandria and Memphis, has been the
standard dialect for Coptic Christians since the
11th century (The Editors of Encyclopaedia Britan-
nica, 2017).

4 Data Collection

During the early modern era, the Coptic language,
once a medium of daily communication, became
obsolete and was largely supplanted by Egyptian
Arabic. Nevertheless, its significance persisted,
primarily as the liturgicalmedium for Coptic Chris-
tians. Consequently, the predominant body of ex-
tant Coptic literature is constituted by ecclesiasti-
cal writings penned by illustrious figures of the
Coptic Church and some seminal translations of
the Bible into Coptic dialects. Notably, the Cop-
tic rendition of the Bible spans both the Old and
New Testaments and is available in multiple Cop-

tic dialects, such as Sahidic or Bohairic.

4.1 English Corpus Selection
To compile our dataset, we sourced translated
iterations of Biblical texts and hagiographical
narratives of Coptic saints from the Coptic
SCRIPTORIUM. The SCRIPTORIUM, denoting
Sahidic Corpus Research: Internet Platform for
Interdisciplinary multilayer Methods, grants open
access to a vast repository of Coptic manuscripts.
These are available in multiple digital formats,
among which are XML (.xml) and TreeTagger
(.tt)1.

Given its enriched metadata, we opted for the
TreeTagger format, which was later transformed
into HTML to streamline the process of access-
ing and parsing file details during the preparatory
stage.

Our selected corpus comprises more than 120
Biblical texts, aggregating over 950 chapters. In
contrast, the hagiographical narratives detailing
the lives of saints encapsulate 36 books attributed
to 12 distinct authors. Contrary to the modular
structure of the Biblical texts, the hagiographical
data is more aggregated, with each file amalgamat-
ing several chapters.

Scripts Genres Books Chapters Verses
Old Testaments 73 728 14,609
New Testaments 66 259 7,907
Saints’ Lives 36 - 3,428
Total Verses 25,944

Table 3: Distribution of genres in the collected Coptic corpus.

4.2 Arabic Corpus
For our study on the Arabic language, we gathered
data from the Bible 2. Initially, we prepared the
Arabic texts by removing diacritics to ensure con-
sistency. We then ensured our dataset was a paral-
lel corpus by comparing books and chapters, using

1For a comprehensive overview of the SCRIP-
TORIUM initiative, readers are directed to https:
//copticscriptorium.org

2https://ebible.org/
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Coptic English
ϥⲕⲏⲥ ϩⲣⲁⲓ ⲛⲛⲣⲱⲙⲉ ⲉⲧⲟⲩⲁⲁⲃ ⲛϭⲓⲟⲩⲙⲁ
ⲛϫⲓⲥⲃⲱ

There is implanted in a holy man the
earnest desire to learn,

ⲉⲓϣⲁϫⲉ ⲉⲙⲙⲛⲧⲣϥϣⲡϩⲙⲟⲧ · I mean that not all have given thanks.
ⲉϣϫⲉ ϩⲉⲛⲙⲉⲣⲓⲧ ⲛⲉ ⲛⲉⲕⲙⲁ ⲛϣⲱⲡⲉ ⲡϫⲟⲉⲓⲥ
ⲛⲛϭⲟⲙ

How amiable are thy tabernacles, O
Lord of hosts!

Table 4: Sample translations from Coptic to English from the Bible.

only those with matching verse counts. Chapters
with differing numbers of verses were excluded
from our study. In total, our dataset includes 39
unique books and 929 chapters, resulting in about
8,000 parallel verses between the Arabic and Cop-
tic datasets.

5 Methods
This section outlines the models used for machine
translation between Coptic, Arabic, and English. It
includes three subsections: the first introduces the
baseline model, the second covers the adaptation
strategies, and the third discusses zero-shot and
few-shot translation methods.

5.1 Baseline Model
We employ a Transformer-based model as our
baseline, mirroring the architecture described by
Vaswani et al. (2017). This model features six en-
coder and six decoder layers, eight attention heads,
512-dimensional embeddings, and 2,048 units in
the feed-forward network. It is trained from scratch
on Arabic-Coptic and Coptic-English parallel cor-
pora. For tokenization, we use both a word-based
method and Byte Pair Encoding (BPE). Ending
with two models, one that supports translations be-
tween Arabic and Coptic and another that empow-
ers translation between English and Coptic (see Ta-
ble 6).

5.2 Fine-tuning
Building on studies by Lin et al. (2023) and Os-
man et al. (2023), we fine-tune the M2M100 and
mT5 models in their base and small configura-
tions. The mT5 Small model contains about 300
million parameters across eight encoder-decoder
layers, while the mT5 Base model includes ap-
proximately 580 million parameters across 12 lay-
ers. We train with a batch size of 16 and max se-
quence length of 196 for 20 epochs. These config-
urations utilize the Transformer architecture effec-
tively, with the Base model’s larger size providing
enhanced capabilities for handling complex multi-

lingual tasks. We also experimented with Fan et al.
(2021) model containing 418 million parameters
using the same hyperparameters as the authors, but
it did not produce legible results. As mentioned
in Section 2, neither of the models was exposed
to the Coptic dataset during their initial training.
Therefore, following this initial phase, we plan to
train the best-performing models using a unified
translation model between the three language sets.
This model facilitates many-to-many translations
among Arabic, Coptic, and English.

5.3 Zero-Shot and Few-shot
Recent advances in LLMs have showcased their
ability to handle various tasks, even those not ex-
plicitly encountered during training (Brown et al.,
2020). This is achieved by presenting a few exam-
ples of the desired task at the time of inference,
eliminating the need to explicitly train the model
on those tasks. This approach, known as few-
shot learning or in-context learning, is proving to
be particularly promising for the field of machine
translation (Sia and Duh, 2022; Hendy et al., 2023;
Zhu et al., 2023), especially when dealingwith low-
resource languages like Coptic, which have very
limited parallel corpora.

In this context, LLMs offer two powerful ap-
proaches:

• Zero-shot prompting: By crafting carefully
worded prompts that haven’t been seen in the
model’s training data, we can guide LLMs
to perform translations. These prompts of-
ten include explicit instructions alongside the
source text, essentially asking themodel to de-
duce how to translate based on its broader un-
derstanding of language.

• Few-shot learning: A more guided ap-
proach, few-shot learning involves providing
the model with a small set of high-quality
translation examples within the prompt itself.
These examples act as context, demonstrating
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Arabic Coptic

وعيسو يَعْقوبَ اسٕحاقُ باركََ باِلإيمانِ، ϧⲉⲛ ⲟⲩⲛⲁϩϯ ⲉⲑⲃⲉ ⲛⲏⲉⲑⲛⲁϣⲱⲡⲓ ⲁϥ⳿ⲥⲙⲟⲩ
⳿ⲛϫⲉ ⳿ Ⲓⲥⲁⲁⲕ ⳿ⲉⲓⲁⲕⲱⲃ ⲛⲉⲙ ⲏⲥⲁⲩ

يَحمِلُ نَسلٌ لكَ يكونُ سوفَ «بإِسحاقَ لهُ: قالَ اللهَ انَّٔ مَعَ
اسمكَ!»

ⲫⲏⲉⲧⲁⲩⲥⲁϫⲓ ⲛⲉⲙⲁϥ ϫⲉ ϧⲉⲛ ⳿ Ⲓⲥⲁⲁⲕ
ⲉⲩ⳿ⲉⲑⲁϩⲉⲙ ⲟ⳿ϫⲣⲟϫ ⲛⲁⲕ

الكَلامِ! بهَذا بَعضًا بَعضُكم وا عَزُّ لذَِلكَ ϩⲱⲥⲧⲉ ⲙⲁⲛⲟⲙϯ ⳿ⲛⲛⲉⲧⲉⲛⲉⲣⲏⲟⲩ ϧⲉⲛ
ⲛⲁⲓⲥⲁϫⲓ

Table 5: Sample translations from Arabic to Coptic.

the desired style, register, and translation pat-
terns for the model to emulate.

Crucially, those approaches significantly depart
from the data-intensive demands of supervised
neural machine translation (NMT). In the context
of Coptic (and low-resource languages in general),
where parallel text data is limited, prompt-based
translation offers a viable alternative for develop-
ing effective translation systems. This paper delves
into applying zero-shot and few-shot learning to
bridge the gap between modern LLMs and the
unique challenges posed by Coptic translation.

The main goal of this experiment is to test the
capabilities of large language models (LLMs) in
understanding and translating to and from the Cop-
tic language. To achieve this, we opted to use the
top LLMs according to LLM Arena3, which in-
clude GPT-4-Turbo-2024-04-09 (OpenAI, 2024),
Claude 3 Opus (Anthropic, 2024), Gemini 1.5 Pro
API-0409-Preview (Team et al., 2023), and the best
open-source model to date, Llama-3-70b-Instruct
(Touvron et al., 2023).

In our initial zero-shot experiment, models are
prompted to generate translations without prior ex-
amples, directly translating from the source to the
target language. To carry out this experiment, we
curated a dataset of 100 examples from each of the
following language pairs: Arabic-Coptic, English-
Coptic, and English-Arabic. In each pair, we tested
translations in both directions. The English-Arabic
set serves as a baseline for comparison, allowing us
to gauge the models’ performance on a more estab-
lished language translation task.

In both zero-shot and few-shot experiments, we
employed a random selection strategy due to the
absence of a model (based on our testing) capable
of generating sufficiently accurate embeddings for
the Coptic language. Other strategies proposed in
prior work (Zhang et al., 2023a; Chowdhery et al.,
2022) were therefore not applicable in this context.

3https://chat.lmsys.org/?leaderboard

For the template, we use the same instruction and
format as recommended in the OpenAI playground
for the default sentence-level translation task.

6 Results

In this section, we present the outcomes of our
experiments. First, we offer the results of our
Seq2Seq transformer-based models compared to
mT5 (see Table 6), then our zero- and few-shot
results (see Table 7). Our experiments involve
several models: m2m100, mT5base, and mT5-
small. As Table 6 shows, some of our Seq2Seq
baseline models are able to produce translations
between the various pairs (evaluated in BLEU
scores). However, the models remain relatively
weak.

Despite the fact that mT5 small and large mod-
els were not exposed to Coptic text during the pre-
training stage, and their dictionaries do not include
any Coptic text, the results demonstrate that the
mT5 model can successfully adapt and generate
Coptic text. However, it was observed that the
m2m100 model struggles with encoding and de-
coding in this context, leading to frequent gener-
ation of “<unk>” tokens. Consequently, we have
chosen not to report the results for the M2M100
model as the results highlight that M2M100 can-
not adapt to unseen language with unseen scripts
in the dictionary of the M2M100.

6.1 Zero/Few shot learning
Table 7 displays the BLEU scores for zero-shot and
five-shot pairwise translation tasks across various
LLMs: GPT-4-Turbo-2024-04-09 (OpenAI, 2024),
Claude 3 Opus (Anthropic, 2024), Gemini 1.5 Pro
API-0409-Preview (Team et al., 2023), and Llama-
3-70b-Instruct (Touvron et al., 2023). Transla-
tion tasks were conducted for the following lan-
guage pairs: English-Coptic, Arabic-Coptic, and
Arabic-English, where sentences from one lan-
guage were translated into the other for each pair.
The Arabic-English language pair serves as our
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Model Coptic↔ Arabic Coptic↔ English
AR to Coptic Coptic to AR EN to Coptic Coptic to EN

Baseline (WT) 0.33 3.37 3.02 7.41
Transformers (BPE) 1.86 0 0 6.65
mT5 (Arabic, Coptic) 2.89 0.873 0.023 0.003
mT5 (English, Coptic) 0.013 0.009 6.84 14.9
mT5 (Many to Many) 1.974 0.571 2.12 4.466

Table 6: Results for the baseline model, a Seq2Seq transformer-based model featuring a 6-6 encoder-decoder configuration and
8 attention heads. This model utilizes two types of tokenization: WT stands for word-based, and BPE (Byte Pair Encoding),
where “AR” stands for Arabic, “EN” stands for English. For the mT5, we have three models: the first is trained on Arabic-Coptic
pairs, the second on English-Coptic pairs, and the third is a many-to-many model trained on translations between Arabic, Coptic,
and English. We are evaluating these using an mT5-based framework.

Experiment Model Arabic ↔Coptic English ↔Coptic Arabic ↔English

Zero Shot
GPT-4 4.62 2.55 11.87 3.58 8.19 32.72
Gemini 0.0 3.46 17.75 0.0 14.61 52.5
Claude3 6.05 6.44 15.34 4.62 8.23 45.48
Llama3 1.69 1.57 20.82 1.09 4.16 24.14

Five Shot
GPT-4 10.59 3.46 11.25 4.07 4.99 23.59
Gemini 6.83 4.44 26.89 5.3 8.91 39.2
Claude3 12.19 53.04 56.45 9.98 27.78 83.05
Llama3 8.03 2.43 14.13 2.72 4.99 28.37

Table 7: Comparison between the top LLMs (GPT-4-Turbo-2024-04-09 (OpenAI, 2024), Claude 3 Opus (Anthropic, 2024),
Gemini 1.5 Pro API-0409-Preview (Team et al., 2023), and Llama-3-70b-Instruct (Touvron et al., 2023)) in zero-shot and five
shot translation between Coptic, Arabic, and English language pairs.

baseline to demonstrate the models’ performance
on languages encountered during their pretraining.

For the zero-shot experiment, we observe that
most results are very low (compared to the Arabic-
English baseline), with translations from Coptic to
other languages performing better than translations
to Coptic. This indicates that the models under-
stand Coptic better than they generate it. Claude
3 Opus produces the best results across most lan-
guage pairs, with GPT-4 and Gemini following
closely behind.

In the five-shot experiment, performance signifi-
cantly improves across all language pairs, illustrat-
ing that in-context learning and providing LLMs
with a few examples can greatly enhance their per-
formance in low-resource languages like Coptic.
Claude 3Opus again produces the best results, with
GPT-4 and Gemini closely following.

7 Conclusion
We presented our efforts to develop a machine
translation system tailored for the Coptic language,
a language characterized by its limited resources.
Our endeavors led to the assembly of the most ex-
tensive parallel corpus involving Arabic, English,

and Coptic to date. Building on this foundation, we
introduced a novel framework emphasizing cross-
lingual adaptive training for the mT5 model, par-
ticularly beneficial for languages with rare scripts.
The empirical results from our study underscore
the potential of cross-lingual adaptive training as
an instrumental approach for enhancing language
processing with unseen scripts. As we look ahead,
our research is geared towards refining adaptation
techniques, with a particular focus on harnessing
the capabilities of English-centric as well as non-
English-centeric pretrained LLMs. In addition,
we plan to amass an even more extensive Coptic
dataset. With this enriched dataset, we plan to con-
tinue pretraining several models such as mT5 as
well as larger models such as LLama3.

Limitations
While our research has yielded promising results,
there are inherent limitations that need to be ad-
dressed. One of the primary challenges we faced
was the adaptation of beyond-centric translation
models, such as m2m100 Fan et al. (2021), to
scripts they have never encountered during train-
ing. The vocabulary of these models is not in-
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herently designed to accommodate unseen scripts,
which poses a challenge for languages like Coptic.
To overcome this, there is a pressing need to ex-
plore factorization techniques that can modify the
weights of these models, enabling them to adapt
their vocabulary to new scripts effectively.

In addition, we were not able to perform exper-
iments under more extensive settings due to com-
puting limits.
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