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Abstract

We study dependency parsing for four Ara-
bic dialects (Gulf, Levantine, Egyptian, and
Maghrebi). Since no syntactically annotated
data exist for Arabic dialects, we train the
parser on a Modern Standard Arabic (MSA)
corpus, which creates an out-of-domain set-
ting. We investigate methods to close the gap
between the source (MSA) and target data (di-
alects), e.g., by training on syntactically similar
sentences to the test data. For testing, we man-
ually annotate a small data set from a dialectal
corpus. We focus on parsing two linguistic
phenomena, which are difficult to parse: Idafa
and coordination. We find that we can improve
results by adding in-domain MSA data while
adding dialectal embeddings only results in mi-
nor improvements.

1 Introduction

Syntactic parsing for Arabic is challenging, mostly
because of its morphological complexity. Parsing
dialectal Arabic is more complex due in part to
the lack of syntactically annotated corpora. Con-
sequently, this task has not been as extensively
studied. The available treebanks for Arabic, such
as CATiB (Habash and Roth, 2009), CAMEL Tree-
bank (Habash et al., 2022) and PATB (Maamouri
et al., 2004), are all in MSA. MSA is used for for-
mal written communications and in news, while
dialectal Arabic (DA) is used for all other com-
munication forms. Because of the lack of dialectal
treebanks, the most common scenario is training on
MSA and testing on dialectal data, without quan-
titative means of assessing performance. Training
on MSA treebanks does not only mean differences
in dialects, but also in text domains, further com-
plicating the issue. In such scenario, the domain
shifts result in a drop in performance due to differ-
ences in properties of the data (e.g., Gildea, 2001).
We group both types of differences under domain

*The work was done prior to joining Amazon.

differences, since the current data situation does
not allow us to separate the two.

Given that syntactically annotating a treebank
for dialectal Arabic requires an extensive amount
of manual work, we decided to focus on two syn-
tactic constructions, which are known to be diffi-
cult to parse and that show significant differences
across the dialects: Idafa and coordination relations
(Green and Manning, 2010).1 We assume that if
we can improve parsing quality for these difficult
constructions, parsing quality overall should also
increase, especially since most of our modifications
to handle the out-of-domain scenario are not specif-
ically geared towards handling these phenomena
but are rather general.

We investigate methods to improve dependency
parsing of dialectal Arabic in an out-of-domain
setting, when there is no available training data
that matches the test data in both domain and di-
alect. We experiment with a selection of similarity
criteria to adapt our source to the target data to
improve performance. For evaluation, we annotate
test sentences for four dialects of Arabic, covering
the phenomena listed above.

1.1 Linguistic Phenomena
We focus on two linguistic phenomena that are
challenging to parse: Idafa and (phrasal) coordi-
nation. For our test data, we use sentences that
have phrases with Idafa or coordination (regardless
of other syntactic phenomena). For more detailed
information on the test data, see section 3.1.

Idafa is a type of possessive in Arabic where two
or more nouns are combined (as an Idafa chain).�éÊ
K� A� �ªË @ �I�
K. (Eng.: the family house) is an Idafa ex-
ample with two nouns in a sequence. In such a con-
struction, the first noun (the head of the construc-
tion) is possessed by the following noun (Habash,

1Green and Manning (2010) focus on constituency parsing,
but we are unaware of any dependency parsing work that
examines specifically Idafa and coordination for Arabic.
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2010). While Idafa in MSA has a standard form, in
dialectal Arabic, it can either be realized similar to
MSA or using a preposition to indicate the posses-
sive relation, depending on the dialect. See exam-
ples (1)–(5) for the different realizations of Idafa
(the examples are taken from MADAR (Bouamor
et al., 2019)).

(1) MSA: XC
�
J. Ë @

det-city-pl
hA��J 	®Ó
key-sg

Eng: the key of the city

(2) Egyptian:

a. YÊJ. Ë @
det-city-sg

Xñ»
key-sg

b. YÊJ. Ë @
det-city-sg

¨A��JK.
prep

Xñ»
key-sg

(3) Maghrebi:

a. XC
�
J. Ë @

det-city-pl
hA��J 	®Ó
key-sg

b. XC
�
J. Ë @

det-city-pl
©�K
prep

hA��J 	®Ó
key-sg

(4) Gulf:

a. YÊJ. Ë @
det-city-sg

XñºË@
key-sg

b. YÊJ. Ë @
det-city-sg

ÈA�Ó
prep

Xñ»
key-sg

(5) Levantine

a. YÊJ. Ë @
det-city-sg

hA��J 	®Ó
key-sg

b. YÊJ. Ë @
det-city-sg

ù
 ªJ.
�K

prep

hA��J 	®Ó
key-sg

The different realizations of Idafa in dialects
are not well-documented in the literature. In this
study, we make our decisions based on the paral-
lelism of sentences across dialects. In the studied
dialects, Egyptian, Maghrebi, Gulf and Levantine,
prepositions such as ¨A��JK. , ©�K, ��k, ÈA�Ó, ù
 ªJ.

�K, ©J. �K
are normally used for possessives. For instance,
example (2) shows the two Idafa representations
for Egyptian. In the prepositional Idafa in exam-
ple (2-b), the preposition ¨A��JK. connects the two
nouns.

The second phenomenon we chose is (phrasal)
coordination. Coordination is marked in all Arabic
dialects with ‘wa’ and its phonological variants.
We are aware that there are other variants used for
coordination, however, in this study, we use ‘wa’

plus its dialectal variants to choose coordination
sentences, since it is the most frequent conjunction
in the MSA part of MADAR (Bouamor et al., 2018)
(we use dialectal MADAR sentences for our test
data).

1.2 Research Questions
We address the following research questions:

1. Can we improve parsing accuracy for dialectal
data by using training sentences of similar
length?

2. How does sentential coordination, which is
frequent in MSA but does not occur in dialec-
tal data, impact automatic syntactic analysis?
Does removing such sentences from training
data help disambiguate coordination phrases?

3. Can we improve parsing accuracy for dialec-
tal data by using training sentences that are
syntactically similar between the training and
test set? Can we determine similarity by using
perplexity?

4. Is the use of dialectal embeddings beneficial
when parsing out-of-domain data?

5. Does adding in-domain data, i.e., the MSA
portion of the parallel corpus, to the training
data improve parsing accuracy for dialectal
data?

The rest of the paper is organized as follows: sec-
tion 2 describes related work. In section 3, we pro-
vide an overview of the experiments. We present
our results in section 4, followed by an error anal-
ysis in section 6. In the last section, we provide a
summary and conclusion.

2 Related Work

2.1 Arabic Dependency Parsing
The inclusion of Arabic in the CoNLL2007 Shared
Task (Nivre et al., 2007a) helped facilitate research
in Arabic dependency parsing. Early work by
Marton et al. (2010, 2013) examined the impor-
tance of morphological features in both gold and
predicted conditions on CATiB using MaltParser
(Nivre et al., 2007b). They note that due to predic-
tion difficulty, certain features, such as person and
number, are more helpful under predicted condi-
tions, while other features, such as case, are more
beneficial when having access to gold information.
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This is in line with work by Mohamed (2011), who
shows how minor errors in Arabic upstream pre-
dictions contribute to substantial degradation of
parsing performance. To help optimize for features,
CamelParser1.0 (Shahrour et al., 2016) modifies
MaltParser into a two-stage optimization process,
first creating a base parsing model before selecting
for morphological features, which improves results
over the base parsing model.

Taji et al. (2017) use MaltParser to compare
parsing results between Universal Dependency
(de Marneffe et al., 2021) and CATiB annotations
on the same treebank. They find the latter to
achieve higher performance, potentially due to
the substantially lower number of dependency la-
bels. A multi-task parsing setup is explored by
Kankanampati et al. (2020) using a Multidimen-
sional Easy First parser (Constant et al., 2016) to
leverage both the UD and CATiB treebank repre-
sentations against each other, finding that error re-
duction was driven by improvements on partial de-
pendencies. The recent release of CamelParser2.0
(Elshabrawy et al., 2023) uses a version of the
Dozat and Manning (2017) parser and incorporates
various BERT embeddings, achieving improved
performance on available UD treebanks and CATiB
over other available Arabic parsing models.

2.2 Domain Adaptation for Dependency
Parsing

Domain adaptation for dependency parsing has
traditionally focused on selecting optimal source
data for the target domain (Plank and van No-
ord, 2011; McDonald et al., 2011; Mukherjee and
Kübler, 2018) using both lexicalized (Falenska and
Çetinoğlu, 2017) and delexicalized methods (Rosa
and Žabokrtský, 2015).

More recent approaches have focused on shar-
ing of information via embeddings (Li et al.,
2019, 2020; Stymne, 2020), yielding improvements
across domains, as has the addition of loss weight-
ing in multi-task architectures to compensate for
data imbalances in source and target (Dakota et al.,
2021). While domain specific embedding models
can certainly benefit a target domain (Liu et al.,
2020), diversifying the data used to generate the
underlying embeddings enables more generalizabil-
ity across tasks and domains (Martin et al., 2020;
Virtanen et al., 2019; Inoue et al., 2021).

2.3 NLP for Arabic Dialects

There has been an increased need to develop more
resources for dialectal Arabic (Darwish et al.,
2021). Prior work looks at building sources for
multi-dialect studies (Al-Sabbagh and Girju, 2012;
Abdul-Mageed et al., 2014), specific Arabic di-
alects (Seddah et al., 2020; Gugliotta et al., 2023),
and Classical Arabic (Al-Ghamdi et al., 2021).

Research has often focused on building or lever-
aging cross-dialect models. Difficulties in Arabic
dialect identification stem from overlap and code-
switching (Abdelali et al., 2021) given a lack of
standardization within dialects. Early constituency
parsing work (Chiang et al., 2006) highlights the
difficulties of leveraging MSA on transcriptions of
spoken Levantine. Attia and Elkahky (2019) show
how normalization across dialects helps reduce data
sparsity and improves POS tagging. Both dialect
familiarity (Abu Farha and Magdy, 2022) and anno-
tation inconsistency between dialects (Abo Mokh
et al., 2022) have shown to be impediments for
effective cross-dialect modeling.

3 Experimental Setup

3.1 Data

The main challenge of this study is the lack of syn-
tactically annotated data for dialectal Arabic. The
only available Arabic resources to train a parser
are in MSA, e.g. CATiB (Habash and Roth, 2009)
and Penn Treebank (Maamouri et al., 2004), with
a small set of Egyptian Arabic available in CATiB
(Habash and Roth, 2009). Several dialectal corpora
have been published in the last decade: Habibi
corpus (El-Haj, 2020), MADAR (Bouamor et al.,
2018), PADIC (Meftouh et al., 2015), and Cur-
ras+baladi (Al-Haff et al., 2022). While there are
a few dialectal datasets with POS annotations (e.g.
the one by Darwish et al. (2018)), to the best of
our knowledge, no dialectal corpus with syntactic
annotations exists. This means that we are limited
to using MSA data for training, thus requiring us
to parse out-of-domain.

CATiB For training, we use the Columbia Ara-
bic Treebank (CATiB; Habash and Roth, 2009),
which uses dependency grammatical representa-
tions, different from Universal Dependencies (UD)
(de Marneffe et al., 2021). While UD uses a schema
that unifies 100 languages, CATiB uses an Arabic
traditional syntax-inspired schema.
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CATiB uses a small POS tagset2, plus eight de-
pendency relation labels: SBJ, OBJ, TPC (topic
in complex nominal sentences), PRD (predicate),
IDF (Idafa), TMZ (Tamyeez), MOD (a modifier of
verbs or nouns).

CATiB is based on MSA texts from different
news feeds collected from multiple news agencies
and newspapers. The training portion includes
15 747 sentences, and the test portion consists of
1 959 sentences.

MADAR For testing, we utilize the available di-
alectal corpus MADAR (Bouamor et al., 2018).
The corpus consists of translations of the (English)
Basic Traveling Expression Corpus (BTEC) by
Takezawa et al. (2007). MADAR is a collection
of parallel sentences from different dialects that
represent the Arabic varieties of 25 cities3 in addi-
tion to MSA. We follow the traditional grouping
of dialects as described by Darwish et al. (2017):
Egyptian, Gulf, Levantine, and Maghrebi accord-
ing to geographical location.

From MADAR, we also use the MSA part (2 000
sentences) that is syntactically annotated (Habash
et al., 2022) as an (additional) in-domain training
data. The syntactic annotations are consistent with
those in CATiB. These sentences are from the same
textual domain as the dialectal test sentences, but
repesent a different dialect.

3.2 Test Data: Selection and Annotation

As described above, we focus on two phenomena:
Idafa and coordination. We randomly extract Idafa
and coordination sentences from the MADAR cor-
pus, 100 sentences per phenomenon per dialect. We
verify that the sentences per dialect are variants of
the same sentence in the set, and are renditions of
similar sentences in multiple dialects. This results
in a total of 800 parallel sentences.

For Idafa, we choose sentences with sequences
of two or more nouns. For coordination, we limit
our corpus to sentences using ‘wa’ as the coordi-
nating conjunction.

We manually annotate the selected sentences
with dependency annotations following CATiB

2NOM (nouns, pronouns, adjectives, and adverbs), PROP
(proper nouns), VRB (active voice verbs), VRBPASS (passive
voice verbs), PRT (particles) and PNX (punctuation)

3The following cities are covered: Aleppo, Alexandria,
Algiers, Amman, Aswan, Baghdad, Basra, Beirut, Benghazi,
Cairo, Damascus, Doha, Fes, Jeddah, Jerusalem, Khartoum,
Mosul, Moscut, Rabat, Riyadh, Sanaa, Salt, Sfax, Tripoli,
Tunis.

Treebank Train Test
CATiB 15762 1959
CATiB Max 15 2663
CATiB No initial ‘wa’ 7180
CATiB Gulf Perplexity 1999
CATiB Levantine Perplexity 1999
CATiB Egyptian Perplexity 1998
CATiB Maghrebi Perplexity 1998
MADAR MSA 1600 200

Table 1: Treebank statistics.

guidelines (see section 3.1 for information on the la-
bels). Of the eight dependency relations in CATiB,
TPC and TMZ were not used, since these are re-
lations specific to MSA. As for PRD, which may
occur in dialects, in MADAR, it occurred very in-
frequently.

We had to make several decisions wrt. using
the CATiB annotation scheme for dialectal data.
First, all dialects use standard Idafa and preposi-
tional phrases to express a possessive relation. We
decided to annotate such prepositional phrases as
Idafa (similar to examples (1)–(5)) since the paral-
lel structure of the corpus allows us to make this
distinction. This construction (using prepositions)
is not represented in CATiB. Another decision con-
cerns the treatment of multiple roots in Arabic.
CATiB annotates multiple roots as ’—’ when there
is more than one full clause in a sentence. We fol-
low this convention to ensure consistency between
training and test data.

Table 1 gives an overview of training and test set
sizes, including the training data variants based on
our adaptation strategies (see section 4).

3.3 Parser
For parsing, we use an implementation of the
Dozat and Manning (2017) parser4. The parser
is a neural graph-based dependency parser, which
uses biaffine attention and a biaffine classifier
in combination with dimension reducing MLP
layers to reduce non-relevant information. We
slightly modify the standard architecture to al-
low a setting that additionally permits using only
BERT-based embeddings as input5. We experi-
ment with two different Arabic BERT-based embed-
dings: asafaya/bert-base-arabic (araBERT)
(Safaya et al., 2020) and CAMeL-Lab/bert-base-

4https://github.com/yzhangcs/parser
5The default behavior or the parser is to concatenate word

embeddings to additional feature embeddings.
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arabic-camelbert-mix (Inoue et al., 2021). The
former are trained on mostly MSA sources, while
the latter used a mixture of MSA, Classical Arabic,
and dialectal Arabic sources. We also experiment
with concatenating additional character (+char)
embeddings with the BERT embeddings6. All ex-
periments, unless noted otherwise, use araBERT,
since araBERT corresponds to the training data.
Additionally, these embeddings were generated us-
ing the average embedding representations over all
subtokens which has been indicated to be the most
effective in domain adaptation settings (Dakota and
Kübler, 2024).

3.3.1 POS Tagging
For the experiments using similarity to choose
training sentences, we need to POS tag the data.
We use CAMelTools POS tagger (Obeid et al.,
2020), which is part of the morphological ana-
lyzer included in CAMeLTools. CAMeLTools uses
databases for MSA, Egyptian, and Gulf dialects. It
uses 29 POS tags7. Since the CAMelTools POS
tagger uses a different tagset from CATiB, we map
the CAMelTools tags to CATiB tags. This was a
strict many-to-one mapping, so we performed a
rule-based mapping of the tagger output.

3.4 Calculating Perplexity
We use perplexity based on POS bigrams to select
a subset of the original training corpus that is the
most similar to the test set. To create a reliable
language model, we need a large training set similar
to the test set. Since the original test set is very
small, we use the complete MADAR data (50 000
sentences) for training the language model. We use
the NLTK implementation of the language model
module (LM), to train the Maximum Likelihood
Estimator (MLE).

3.5 Evaluation
For evaluation, we use the CoNLL2018 (Zeman
et al., 2018) scorer. We report different types of
scores: (1) Unlabeled (UAS) and Labeled Attach-
ment Score (LAS) for each dialect over all depen-
dencies in the test sentences (All). (2) Since we
focus on two different constructions, we also pro-
vide an evaluation of only those dependencies that
are part of those constructions. For coordinations,

6We decided against using POS tag embeddings to avoid
additional discrepancies between the training and test data.

7For the full CAMelTools tagset, see https://
camel-tools.readthedocs.io/en/stable/reference/
camel_morphology_features.html.

Treebank UAS LAS
CATiB 90.3 88.7
MADAR MSA 97.9 84.9

Table 2: In-domain baseline results.

the coordinating conjunction ‘wa’ depends on the
first conjunct, and the second conjunct depends on
‘wa’. We evaluate these two dependencies when
evaluating coordination specifically. For Idafa, we
specifically evaluate all dependencies linking se-
quences of two or more nouns.

4 Results

4.1 In-Domain Baselines

We first provide in-domain baseline results. These
provide an upper bound of how well the parser
works in an optimal situation. We provide two
baselines, one where we train and test on CATiB,
and one where we train and test on MADAR MSA
(the syntactically annotated MSA part of MADAR).
These results are shown in Table 2. Overall, the
parser is very reliable. UAS is higher for MADAR
MSA (97.9% as compared to 90.3% for CATiB),
which is probably a result of the shorter sentences
in MADAR MSA. The fact that LAS is lower for
MADAR MSA (84.9% vs. 88.7% for CATiB) may
point to differences in labeling decisions between
the two treebanks.

4.2 Out-of-Domain Baseline

We then establish our baseline for the out-of-
domain setting. For this experiment, we train the
model on CATiB and test on the dialectal test set
selected from MADAR. The results are shown in
Table 3 (Full CATiB). As expected, the results
show a degradation in performance when used
out-of-domain, i.e., tested on the dialect sentences.
UAS scores for all dependencies range from 55.1
(Gulf) to 57.1 (Egyptian), and LAS scores from
23.2 (Maghrebi) to 27.5 (Levantine). Since MSA
does not have prepositional Idafa phrases, there is
a possibility that these Idafa constructions will be
parsed poorly. Since Gulf and Maghrebi have the
most occurrences of prepositional Idafa, we would
expect these two dialects to have the lowest LAS
scores, which is the case.

For coordination dependencies, the results tend
to be lower than the results on the complete
sentences (only Gulf coordinations reach higher
scores), and LAS and UAS are either identical or
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Gulf Levantine Egyptian Maghrebi
Train Test UAS LAS UAS LAS UAS LAS UAS LAS
Full CATiB All 55.1 25.9 57.1 27.5 57.5 26.8 55.5 23.2

Coordination 60.0 60.0 45.2 45.2 45.4 44.4 49.0 49.0
Idafa 84.6 43.0 88.0 54.2 91.6 49.2 91.6 38.6

Short CATiB All 57.4 31.8 57.8 31.3 57.9 30.3 57.8 29.5
Coordination 59.0 59.0 48.4 48.4 44.4 44.4 52.8 51.9
Idafa 90.5 67.1 91.5 66.9 95.4 65.9 95.4 59.0

No sent. coord. All 60.9 34.9 60.6 33.4 60.4 32.4 60.0 30.5
Coordination 73.3 72.3 54.7 54.7 50.5 50.5 62.2 56.7
Idafa 91.9 67.1 95.0 71.8 92.4 72.7 96.2 55.3

Perplexity All 60.4 34.9 60.6 32.8 59.2 31.0 59.6 30.0
Coordination 68.5 67.6 55.7 55.7 42.4 42.4 62.5 61.5
Idafa 92.7 70.8 94.3 65.4 92.4 61.3 95.4 49.2

Add MADAR MSA All 60.0 34.3 62.0 34.2 60.6 33.5 61.9 33.3
Coordination 49.5 48.5 52.6 52.6 51.5 51.5 54.8 52.8
Idafa 91.2 67.8 93.6 64.7 96.5 71.9 96.2 51.5

Table 3: Results for each set of experiments, for all dependencies, for coordination dependencies, and for Idafa
dependencies. (Best results per dialect in bold.)

All Coord. Idafa
CATiB all 37.4
CATiB short 9.1
MADAR 5.8 12.3 9.9
Gulf 12.1 10.0
Levantine 12.7 9.9
Egyptian 12.1 10.0
Maghrebi 12.1 10.5

Table 4: Average sentences length across datasets.

very similar. For Idafa dependencies, in contrast,
UAS is considerably higher (between 84.6 for Gulf
and 91.6 for Maghrebi) than LAS (between 38.6
for Maghrebi and 54.2 for Levantine). This shows
that determining the structure is relatively easy, but
determining the type of dependency is much more
difficult.

4.3 Adjusting Sentence Length in the
Training Set

One possible explanation for the low results out-of-
domain can be found in the differences in average
sentence length between CATiB and MADAR (see
Table 4). It is well known that sentence length
affects parser performance (Ababou et al., 2023),
since it correlates with syntactic complexity. The
sentences in CATiB are significantly longer, with
an average length of 37.4. In the MADAR corpus,
the average setnence length is 5.8; in our test set,

the average sentence length is between 9.9 and 12.7
words across dialects. This means that the parser
may learn a complex model of coordination and
Idafa, which is too complex for the sentences in
MADAR overall.

We address this issue by modifying the training
set to closely resemble the test set. I.e., we select
only sentences from CATiB that are on average of
similar length to test sentences for training. When
extracting sentences from CATiB, we found that
the number of sentences with a similar length to the
test data is too low to create a large enough training
set. For this reason, we decided to extract sentences
of at most 15 words, to increase the number of
sentences in training data. This resulted in a total
of 2 662 sentences for training. Note that this is
modeling the upper range of sentence length in
MADAR.

Table 3 shows the results of training on shorter
sentences (Short CATiB). The overall results show
an improvement of 2-3 points over training on the
full CATiB in both UAS and LAS. For coordination
dependencies, the shorter sentences had less of an
impact, for Gulf, the results even decreased by 1
point. For Idafa, in contrast, especially LAS shows
a significant improvement across UAS and LAS.
The highest increase of 24.1 points occurs in LAS
for Levantine.
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4.4 Sentential Coordination

When looking at the parses created in the exper-
iments above, we noticed another difference be-
tween the training and test data: MSA frequently
uses connectives such as ‘wa’ (the equivalent of
’and’ in English) instead of punctuation, creating
run-on sentences. We note that this construction
is infrequent in the test dataset. For this reason,
we examine whether removing sentences with such
sentential coordination, as opposed to phrasal coor-
dination, from the training data will help the parser
learn a better model wrt. the test data.

We extract only sentences without sentential co-
ordination, (operationalized as having a ‘wa’ in
initial position) from CATiB and train on this sub-
set; the training data for this experiment contains a
total of 2 000 sentences).

The results of this experiment (no sent. coord.)
in Table 3 improved overall and on the coordination
dependencies for all dialects in both LAS and UAS
scores in comparison to the short CATiB experi-
ments. Surprisingly, we also see an improvement
for Idafa dependencies, for all dialects and most
metrics.

Gulf shows the largest results in comparison to
the other dialects. We assume that this is the case
because there is a syntactic similarity between Gulf
syntactic structures and MSA structures.

4.5 Training on Structurally Similar
Sentences

In this experiment, we examine another method for
creating a training set more similar to the test data:
We investigate whether increasing the structural
similarity of the training to the test data is benefi-
cial for improving the parsing results. We define
structural similarity as a low perplexity score based
on a pre-neural language model (using bigrams)
trained on the automatically POS tagged test data.
We use perplexity to select training sentences that
are similar to test sentences, where lower perplexity
means higher similarity. This is a standard method
for domain adaptation in parsing (see e.g. Hwa,
2001; Khan et al., 2013), and does not use the syn-
tactic annotations of the test set.

The results of the perplexity experiments are
shown in Table 3 (perplexity). The overall results
are slightly lower or identical to the results without
sentential coordination. When we look at the co-
ordination dependencies, we see improvements in
the results for Levantine and Egyptian as well as

for Idafa dependencies in Gulf.

4.6 Adding In-Domain Training Data
In the last set of experiments to adapt the training
data to the test data, we include the syntactically
annotated MSA subset of MADAR (a total of 2 000
sentences; see section 3.1) to the training data.

The results of these experiments are shown in Ta-
ble 3 (add MADAR MSA). This setting shows the
overall highest results for Levantine, Egyptian, and
Maghrebi. Only for Gulf, the experiments without
sentential coordination resulted in slightly higher
scores. For the coordination dependencies, this set-
ting results in the highest scores for Egyptian; for
the other dialects the results are somewhat or con-
siderably lower than the the best results. For Idafa
dependencies, the results for UAS in Egyptian are
the highest, the others are only slightly lower than
for the experiment without sentential coordination.

4.7 Using Dialectal Embedddings
Since the experiments in the previous section re-
sulted in only moderate improvements, we decided
to investigate whether adding different embeddings
would further boost our results. On the one hand,
we use character embeddings, which are trained
during parser training on the training data. On the
other hand, we use the CAMEL BERT embeddings
instead of araBERT, since the training set for those
embeddings contains dialectal data. If the differ-
ences in lexicon are the major issue with parsing
the MADAR data, using either type of embedding
should help. However, if using those embeddings
only results in minor gains, we can conclude that
the difficulty is less due to dialectal differences but
rather text genre difference.

Since training with the CATiB+MADAR MSA
data takes a long time, we decided to use the train-
ing data without sentential coordination as basis
for this set of experiments.

The results of the experiments using embeddings
are shown in Table 5. For comparison purposes,
we repeat the results of the experiments (no sent.
coord.) that serve as the basis.

The results provide a rather inconsistent picture.
The clearest trends is that coordination dependen-
cies do not profit from dialectal embeddings, the
highest results are reached across all dialects in the
no sent. coord. setting. When looking at all depen-
dencies, the same is true for Gulf and Maghrebi.
For Levantine, adding character embeddings to
araBERT results in a small gain (from 60.6 to 62.3
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Gulf Levantine Egyptian Maghrebi
Train Test UAS LAS UAS LAS UAS LAS UAS LAS
No sent. coord. (araBERT) All 60.9 34.9 60.6 33.4 60.4 32.4 60.0 30.5

Coord. 73.3 72.3 54.7 54.7 50.5 50.5 62.2 56.7
Idafa 91.9 67.1 95.0 71.8 92.4 72.7 96.2 55.3

araBERT + char All 59.1 33.4 62.3 34.0 60.4 32.3 59.5 29.7
Coord. 65.7 66.6 52.6 52.6 46.4 46.4 49.0 50.0
Idafa 92.7 74.4 95.7 75.3 96.2 71.9 94.6 53.7

CAMEL BERT All 59.3 33.6 60.0 32.6 59.8 31.8 58.0 29.3
Coord. 59.0 59.0 47.3 47.3 45.4 45.4 52.8 52.8
Idafa 94.1 68.6 94.3 64.7 95.4 68.9 96.9 50.7

CAMEL BERT + char All 53.2 34.2 60.9 33.9 60.4 33.8 57.6 28.9
Coord. 61.9 61.9 49.4 49.4 47.4 47.4 48.8 47.1
Idafa 93.4 75.1 94.3 73.2 94.6 75.0 96.2 53.7

Table 5: Results using embeddings, for all dependencies, for coordination dependencies, and for Idafa dependencies.
(Best results per dialect in bold.)

Short Idafa Complex Idafa Prepositional Idafa
dialect # % correct (# c.) # % correct (# c.) # % correct (# c.)
Gulf 63 88.73 (71) 17 58.82 (10) 27 74.01 (20)
Levantine 69 75.00 (92) 18 66.67 (12) 2 0.00 (0)
Egyptian 67 69.79 (96) 19 42.11 (8) 1 100 (1)
Maghrebi 83 84.69 (98) 15 26.67 (4) 33 6.06 (2)

Table 6: Idafa performance in no sent. coord. experiments.

for UAS and from 33.4 to 34.0 for LAS). For Egyp-
tian, all but CAMEL BERT reach the same UAS,
while the highest LAS is reached by those embed-
dings combined with character embeddings. For
Idafa, in contrast, Levantine and Egyptian profit
from the addition of character embeddings, while
Maghrebi does not, and Gulf profits in terms of
UAS but not LAS.

Overall, the results using the dialectal embed-
dings, either pretrained or character embedding,
are disappointing, they are very similar to the re-
sults using only araBERT. In other words, better
lexical coverage does not provide major gains. A
look at out-of-vocabulary (OOV) rates on the sub-
word level shows that araBERT reaches an 86-88%
overlap while the overlap for CAMEL BERT is
90-93%8. Since OOV rates are not a significant
issue, we assume that the difficulty mostly stems
from the differences in text genre.

5 Error Analysis

We had a closer look at the Idafa results based on
the training set without sentential coordination. We

8For the exact percentages, see Table 8 in the Appendix.

separated the 100 Idafa sentences per dialect into
those that had short Idafa constructions (involving
2 nouns but no preposition), complex Idafa (more
than 2 nouns), and prepositional Idafa. The re-
sults are shown in Table 6. They show that short
Idafa is recognized well by the parser across all
dialects, with Egyptian having the lowest accuracy
of close to 70%. For complex Idafa, the num-
bers are lower, as expected. However, we also
see that they are easier to recognize in Gulf and
Levantine while they seem extremely difficult in
Maghrebi. In many of those cases, the subsequent
nouns are not labeled as belonging to the Idafa,
but rather as modifiers, etc. Another observation
is that sometimes the first noun is also assigned
the Idafa label. For instance, for the Maghrebi sen-
tence ÉJ
� 	ªË@ �éÓY 	g ù


	ªÊ 	K (Eng.: we cancel laundry

service), both nouns are assigned Idafa as depen-
dency, while only the second one is supposed to be
labeled as Idafa.

Maghrebi shows the same pattern for preposi-
tional Idafa. We assume that this is due to the
more significant differences between this dialect
and MSA as documented previously (Kwaik et al.,
2018; Harrat et al., 2015; Abunasser, 2015). We
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also see that Levantine and Egyptian only have a
small number of prepositional Idafa cases, which
mirrors the distribution in the whole MADAR data.

6 Conclusion and Future Work

In this paper we investigated the question of depen-
dency parsing for dialects of Arabic when using
out-of-domain data for training. Since no syntac-
tically annotated data exist for dialectal Arabic,
we have annotated a small test set, focusing on
two difficult to parse phenomena, Idafa and coor-
dination. We investigated methods for making the
training data more similar to the test data and the
effect of using dialectal embeddings in the parser.
Results show that we reach the highest results by
adding MSA data from the same domain. Thus,
we conclude that the text genre differences have
more of a negative effect on the parser than dialec-
tal differences. For future work, we plan to extend
this study to more syntactic phenomena, and we
will investigate more traditional domain adaptation
methods.
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A Appendix

Hyperparameters Value
Word Embedding Dimension 100
Character Embedding Dimension 100
Number of BERT Layers Used 4
Bert Mapping Dimension 100
Optimizer Adam
Patience 100
Batch Size 20000 tokens
Learning Rate 2e-3

Table 7: Parser hyperparameter settings

araBERT camel-bert
Gulf Coord 87.46 91.33
Gulf Idafa 87.80 91.18
Levantine Coord 87.78 91.64
Levantine Idafa 88.11 93.12
Egyptian Coord 87.75 91.57
Egyptian Idafa 87.49 91.93
Maghrebi Coord 87.52 90.29
Maghrebi Idafa 86.35 90.72

Table 8: Percentage of subword overlap rates when generating averages embedding representations over subtokens,
using the no sent. coord. training condition.
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