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Abstract

Conversational speech translation is an important technology that fosters communication among people of
different language backgrounds. Three-way parallel data in the form of source speech, source transcript,
and target translation is usually required to train end-to-end systems. However, such datasets are not readily
available and are expensive to create as this involves multiple annotation stages. In this paper, we investigate
the use of synthetic data from generative models, namely machine translation and text-to-speech synthesis,
for training conversational speech translation systems. We show that adding synthetic data to the training
recipe increasingly improves end-to-end training performance, especially when limited real data is available.
However, when no real data is available, no amount of synthetic data helps.

1 Introduction

The growing globalization of our society re-
quires effective technologies that foster communi-
cation among individuals of varying language back-
grounds. Speech translation is an important tech-
nology that fosters everyday communication among
individuals from different language backgrounds,
bridging cultural and linguistic barriers. The tech-
nology has improved dramatically in recent years
thanks to deep learning, but most gains have been
demonstrated on formal settings such as parliamen-
tary speeches, prepared monologues, and university
lectures. Informal conversations pose significant
challenges due to the lack of training data. Con-
versations deviate from formal written language and

include informal expressions, slang, overlapping
speech, incomplete sentences, varying intonation,
pace, and emotion, which are typically not present
in standard speech translation datasets. To capture
these nuances, conversational datasets are essential
for training models to understand and translate real-
life spoken language accurately. However, creating
this type of data usually involves individuals talk-
ing on the telephone for hours about various top-
ics, followed by multiple annotation stages involv-
ing segmenting the long-form speech into chunks,
transcribing the various chunks, and then translating
them into the target language. Executing these tasks
is tedious, time-consuming, and expensive.

This motivates a new approach of utilizing
synthetic data from generative models. Generative
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Figure 1: Overview of approach in generating three-way parallel data (foreign speech, foreign text, english
text) for training end-to-end conversational speech translation systems.

models present an attractive solution by being able
to produce large amounts of synthetic conversational
speech quickly in a flexible and cost-effective man-
ner. When used as a data augmentation technique,
this synthetic data can potentially improve the per-
formance of speech translation systems in conversa-
tional speech domains.

Over the years, machine translation has seen
significant advances. Machine translation (MT)
models utilizing the transformer architecture when
trained on large data sets across multiple languages
generalize better and can generate adequate and flu-
ent translations in near real-time. In addition, text-
to-speech synthesis (TTS) has attained significant
strides resulting in high-quality synthesized voices
that closely mimic human speech. In this study, we
leverage the advances from MT and TTS to show
that a synthetic conversational speech dataset that is
easier and cheaper to create can be used for the task
of conversational end-to-end speech translation. To
do this, we create a dataset of synthetic speech by
back-translating monolingual text from the target
language to the source language, and then generat-
ing the speech in the source language speech from
the back-translated text using a TTS system (Fig-
ure 1).

We seek to answer the following questions:

1. Does incorporating synthetic data into the
training recipe help end-to-end training for
conversational speech translation?

2. How do we use synthetic data effectively for
end-to-end conversational speech translation?

3. Can synthetic data be used in place of real data

for conversational end-to-end speech transla-
tion?

2 Background and Related Work

Synthetic Data The use of synthetic data has been
extensively studied for text-based machine transla-
tion. Sennrich et al. (2016a) shows that generat-
ing synthetic source sentences from target monolin-
gual data through back-translation helps boost neu-
ral machine translation performance. Amin et al.
(2021) investigate the use of synthetic data for train-
ing RNN-T ASR models via a multi-stage train-
ing pipeline with continual learning. Rossenbach
et al. (2020) show that training attention-based ASR
systems on synthetic data leads to huge improve-
ments in word-error-rate (WER). Rossenbach et al.
(2021) compare the benefits of training with syn-
thetic data for four ASR architectures, namely - at-
tention encoder-decoder (AED), hybrid ASR, CTC,
and monotic RNN-T. Fang and Feng (2023) train a
target-to-unit model to map the target text to source
speech units (Lee et al., 2022). They then utilize a
unit vocoder to map the source units into a wave-
form. Robinson et al. (2022); Karakasidis et al.
(2023) expand these augmentation methods to low-
resource and accented ASR, respectively.

Text-to-Speech Synthesis The task of text-to-
speech synthesis (TTS) is to generate an out-
put speech corresponding to an input transcript.
Early techniques such as formant synthesis used the
source-filter model for intelligibility but lacked nat-
uralness. Modern neural synthesis methods, such
as Tacotron2 (Shen et al., 2018), TransformerTTS
(Li et al., 2019), FastSpeech (Ren et al., 2019)
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and VITS (Kim et al., 2021) simplify the pipeline
and deliver high-quality voice output by leverag-
ing deep learning. Tacotron2 employs an autore-
gressive decoder with attention mechanisms, while
TransformerTTS replaces RNNs with Transformers
for faster training. FastSpeech optimizes the pro-
cess by using non-autoregressive methods, address-
ing the speed limitations of previous models. VITS
employs a conditional variational autoencoder aug-
mented with normalizing flows and an adversarial
training process which enhances the quality of syn-
thesized speech.

Speech Translation Speech translation research
has seen a revival in recent years. For exam-
ple, the IWSLT 2023 campaign showcased a va-
riety of tasks, including multilingual speech trans-
lation, speech-to-speech translation, low-resource
speech translation, automatic dubbing or subtitling,
and simultaneous speech translation (Agarwal et al.,
2023). Both cascaded systems consisting of speech
recognition and machine translation components as
well as end-to-end direct speech translation systems
have been explored. End-to-end systems can be
trained with a combination (Babu et al., 2022) of 2-
fold parallel data or via multi-task learning (Radford
et al., 2023). In the majority of cases, the training
data for these systems come from TED talks, uni-
versity lectures, conference presentations, European
parliamentary speeches. These are prepared, public
talks which exhibit different characteristics from the
informal multiparty conversations of interest here.

3 Data Creation Methods

We use the term three-way parallel data to refer to
the aligned source speech, source transcript, and
target translation that is necessary for end-to-end
speech translation model training. We first describe
the manually-created 3-way parallel data (referred
to as Real in subsequent sections) used for baseline
models. We then explain the synthetically generated
3-way parallel data (which we refer to as Synth in
subsequent sections) used for data augmentation.

3.1 Real 3-way Parallel Data
We use the Fisher-Callhome Spanish-English data-
set (Post et al., 2013), a three-way conversa-

tional telephone speech dataset consisting of Span-
ish speech, Spanish transcript, and English text
translation for our experiments. While we argue
that there is a lack of manually-created conversa-
tional data, this dataset is a rare exception: it is an
immensely large dataset by academic research stan-
dards, created by crowdsourcing translations of an
existing transcribed speech recognition dataset. The
reason we chose this dataset is that is enables us
to perform data ablation experiments to understand
how much real data is needed in a data augmentation
setup.

For preprocessing, we resample the audio to
16kHz and apply speed perturbation (0.9, 1.0, 1.1).
The audio is transformed into a 80 dimensional log-
filterbank and we apply specaugment (Park et al.,
2019) with bi-cubic time-warping. We use byte-
pair-encoding (BPE) tokenization (Sennrich et al.,
2016b) with a vocabulary of size 4000.

3.2 Synthetic 3-way Parallel Data

To create the synthetic speech-text pairs, we use
over 500,000 lines of conversational-style text in
English. This text was collected from the En-
glish translations of various conversational speech
datasets (Ansari et al., 2020; Song et al., 2014).
We back-translate (Sennrich et al., 2016a) this text
using the nllb-200-1.3B1 multilingual machine
translation model (Team et al., 2022) into Spanish.
Spanish speech is synthesized by feeding the back-
translated text into the VITS 2 text-to-speech sys-
tem. Specifically, we use the VITS model trained on
CSS10 Spanish (Park and Mulc, 2019) then apply
voice conversion using freevc243. The target speak-
ers used for voice conversion are the speakers for the
original files; future work is to explore more diver-
sity in speakers by sampling in speaker embedding
space (Jia et al., 2019).

To illustrate the whole pipeline with a con-
crete example, we begin with a Callhome Chinese
file spoken by speaker A: First, we translate the
English text portion to Spanish text. Second, we
synthesize a generic Spanish voice using VITS. Fi-
nally, we apply voice conversion with speaker A as
the target speaker, generating a Spanish voice that
sounds like the original Chinese speaker A. This

1https://huggingface.co/facebook/nllb-200-1.3B
2https://github.com/coqui-ai/TTS
3https://github.com/OlaWod/FreeVC
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Corpus Lang #Hours

Train Dev Test

Real: Spanish Fisher/Callhome Sp-En 170 9.3 4.5/1.8
Synth: backtranslation + TTS Sp-En 520 - -

Table 1: Dataset statistics showing the number of hours of both real and synthetic speech. We use both the
Fisher and the Callhome test sets.

procedure is repeated independently for each file
that we wish to add to the augmentation dataset.
This process yielded about 520 hours of synthetic
speech in Spanish. The resulting dataset consists of
synthetic speech in Spanish, back-translated text in
Spanish (transcript), and the English text (transla-
tion). We apply the same preprocessing techniques
in Section 3.1 and refer to this dataset as Synth in
subsequent sections.

Figure 2: The synthetic data generation pipeline. We
collect over 500,000 lines of English conversational
style text and translate them into Spanish. We pass
the back-translated text into a text-to-speech synthe-
sis (TTS) system to synthesize Spanish speech from
the transcript.

3.2.1 Quality of Synthetic Speech
We use the NISQA model (Mittag et al., 2021) to
analyze the speech quality. The model consists of
a convolutional neural network with a self-attention
and attention-pooling block. The model predicts the
mean opinion score which is a common metric used
to measure the quality of TTS generated speech.
The model predicts a mean opinion score of 4.29 out
of 5 signifying that the synthesized speech is of high
quality. Text references are not available to measure
the translation quality (e.g. BLEU) of the synthetic
text used to generate the synthetic speech. However,

we know that NLLB is generally a strong model for
this language pair; while domain differences may
degrade text translation, a manual check of a small
subset of translations reveals that they mostly pre-
serve the semantics.

4 Speech Translation Model

4.1 Model Architecture
The speech encoder is based on the conformer ar-
chitecture (Gulati et al., 2020), which combines the
strengths of convolutional neural networks (CNNs)
and Transformer models to handle the speech in-
put efficiently. We use 8 conformer blocks with 16
attention heads within its multi-head self-attention
modules, enabling the model to focus on different
segments of the input sequence concurrently. Each
Conformer block contains feed-forward networks
with 2048 linear units. We use relative positional en-
codings and relative self-attention mechanisms, the
swish activation function is used, and dropout of 0.1.

The text decoder is a Transformer model
(Vaswani et al., 2017) featuring 8 blocks with 2048
linear units each. The ReLU activation function is
used and a dropout rate of 0.1. The total number
of trainable parameters is 38.7M. We initialize all
models from scratch and train on 2 NVIDIA V100
32GB GPUs. All models are trained for 50 epochs
with batch size of 64.

4.2 Data Augmentation Scheme
We perform a simple data augmentation scheme:
concatenating the Real data in Section 3.1 and the
Synth data as one training set. The training ob-
jective treats samples from both datasets in the
same way, with no specific up-sampling or down-
sampling. More advanced methods are conceivable,
such as pre-training on Synth and fine-tuning Real
and modifying the training objective to treat real and
synthetic data differently. In this work, we focused
on the simple data concatenation, with experiments
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focusing on different data proportions, to more eas-
ily study the impact of synthetic data.

Figure 3: Model architecture. The frontend ex-
tracts log-mel filterbank features from the speech.
The encoder consists of 8 conformer blocks and the
decoder is a transformer decoder featuring 8 trans-
former blocks.

5 Experiments and Results

This section outlines the various experiments and re-
sults of this study. We use the ESPnet (Watanabe
et al., 2018) toolkit for all experiments. We evalu-
ate all systems with BLEU (Papineni et al., 2002),
as implemented by SacreBLEU4 (Post, 2018).

5.1 Training on only real data

Firstly, we train multiple systems on only real
speech. These systems are treated as baselines. We
train with 5, 10, 20, 50, 100, and 170 hours of Real
speech. As shown in Table 2, the performance con-
tinues to improve as we scale the size of the dataset.

5.2 Training with both real and synthetic data

Here, we investigate whether incorporating Synth
data into our training recipe helps end-to-end train-
ing. We do this by training the same system end-to-
end on a dataset comprising both real and synthetic
speech.

5.2.1 Fixing amount of real speech and varying
amount of synthetic speech

In many circumstances, due to the expensive nature
of collecting conversational speech data, practition-
ers have a fixed budget of data to train models on.
We mimic this situation by fixing the amount of real
speech in the training recipe and then progressively
increasing the amount of synthetic data in the train-
ing recipe. We simulate the low data resource case
where we have less than 10 hours of real speech,
the mid-data resource case, where we have about 50
hours of real speech, and the relatively high resource
data case where we have over a hundred hours of
real speech. As shown in Table 2, there is a con-
sistent improvement in model performance with in-
creased synthetic speech when the amount of real
speech remains fixed. This suggests that given a
fixed amount of real training speech, including syn-
thetic speech improves performance. Robinson et al.
(2022) corroborated this trend for ASR.

5.2.2 How much improvement do we get?
We observe that when there is a small amount of real
speech, including a large amount of synthetic speech
can lead to substantial improvements in model per-
formance as compared to when there is a higher
amount of real speech. This is particularly useful
for low-data resource scenarios.

From Table 2, we observe the cases where there
are 5 and 170 hours of Real and Synth data, respec-
tively. Adding these 170 hours of Synth results in
+9.1 and +9.0 BLEU over the baseline trained on
only real speech for Fisher and CallHome test sets,
respectively. Increasing the amount of synthetic
speech in the training recipe to 340 hours results
in +10.7 and +9.7 BLEU compared to the baseline.
Further increasing the amount of synthetic speech
to 520 hours results in +14.7 and +11.8 BLEU.
For the high-resource case with 170 hours of real
speech, adding 170 hours of synthetic speech results
in +1.4 and +2.3 BLEU on Fisher and CallHome test
sets, respectively. Doubling the amount of synthetic
speech results in +1.1 and +2.0 BLEU, and increas-
ing to 520 hours gives +1.5 and +2.0 BLEU. This
suggests that when there is already a large amount
of real speech in training, including more synthetic
speech does not provide significant additional bene-
fits. The real data likely captures most relevant vari-

4Signature:BLEU+case:mixed+nrefs:1+tok:13a+smooth:exp+version:2.3.1
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Training data (hours) BLEU
Real Synth Fisher ↑ Callhome ↑

0

0 0 0
170 0 0
340 0 0
520 0 0

5

0 0.6 0.7
170 9.7 9.7
340 11.3 10.4
520 15.3 12.5

10

0 0.7 1.1
170 12.2 12.5
340 13.9 13.4
520 17.0 14.9

20

0 5.8 5.6
170 16.7 15.3
340 17.6 16.0
520 19.3 16.4

50

0 14.3 12.3
170 21.9 17.6
340 22.1 18.2
520 22.9 19.0

100

0 21.7 17.0
170 24.5 20.3
340 25.1 20.0
520 24.9 20.2

170

0 25.3 20.1
170 26.7 22.4
340 26.4 22.1
520 26.8 22.1

Table 2: BLEU scores of systems trained on varying amounts of the Real and Synth. When Synth is 0 the
system was trained on only Real. When real is 0, the system was trained on only Synth.

ations, and the synthetic data may not add much new
information.

5.3 Training on only synthetic data

To explore an extreme scenario, we conducted ex-
periments where no real speech was included in
the training setup. Instead, models were trained
only on Synth. This approach of relying solely on
synthetic data for training poses domain adaptation
challenges. The models must generalize from the
synthetic training environment, which may not fully
capture the nuances and variations present in real
speech. Consequently, we observed performance
discrepancies when these models, trained only on
synthetic data, were applied to real speech.

5.3.1 Does training on only synthetic data
work?

When evaluated on the Real test set, the model ob-
tains a BLEU score of 0, signifying a complete lack
of generalizability due to the absence of real-world

data during training. However, we obtain up to
30 BLEU on our best system when we evaluate on
Synth-Fisher and Synth-CallHome, which are ver-
sions of the real test set where the input speech is
synthesized using the same TTS system. (See Table
6.) This shows that the systems trained on only syn-
thetic data do not generalize outside the synthetic
data domain (though it suggests speech translation
models trained only on synthetic data could theoret-
ically be paired with voice conversion to accomplish
speech translation, by converting real voices to syn-
thetic voices before inference). See §5.3.3 for more
on this analysis on this trend.

5.3.2 Bridging the generalization gap
Our experiments show that this generalization gap
is mitigated by incorporating a small amount of real
data into the training recipe. This helps the model
generalize beyond the synthetic domain. When
trained on only the synthetic data, the system can-
not model the noisy channel effects introduced, as
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Spanish Trancript English Translation Synth-170 Translation Synth-170-Real-5
Translation

Sı́, eso es para eso, de
seguro. No importa.

Yes, that’s what’s for,
sure. It doesn’t matter.

Uh uh Yes, it’s for Suhur, it’s
not matter

Y qué estudia, mama,
qué están estudiando.

And what’s she study-
ing, mom, what career.

Uh uh And that’s all, mom,
who’s studying

mmm sı́ eso pasa aquı́
en Estados Unidos acá
pa- casi demandan a la
empresa

hmmm, if that hap-
pens here in the United
States, they, they would
sue the company

Uh uh And if that happens
here is a company in
Canada

Table 3: Example translations to show how adding a small amount of real data to a synthetic training recipe
helps the model generalize beyond the synthetic domain. Synth-170 is the system trained on 170 hours of
synthetic data. Synth-170-Real-5 is the system trained on 170 hours of Synth data and 5 hours of Real

Spanish Trancript English Translation Synth-340 Translation Synth-340-Real-5
Translation

Sı́, eso es para eso, de
seguro. No importa.

Yes, that’s what’s for,
sure. It doesn’t matter.

ah ah yes, for that, of course,
it doesn’t matter

Y qué estudia, mama,
qué están estudiando.

And what’s she study-
ing, mom, what career.

no no and what was my mom?
What are you studying?

mmm sı́ eso pasa aquı́
en Estados Unidos acá
pa- casi demandan a la
empresa

hmmm, if that hap-
pens here in the United
States, they, they would
sue the company

ah no and that happens here in
the United States, send
me a company

Table 4: Example translations to show how adding a small amount of real data to a synthetic training recipe
helps the model generalize beyond the synthetic domain. Synth-340 is the system trained on 340 hours of
synthetic data. Synth-340-Real-5 is the system trained on 340 hours of Synth data and 5 hours of Real

Spanish Trancript English Translation Synth-520 Translation Synth-520-Real-5
Translation

Sı́, eso es para eso, de
seguro. No importa.

Yes, that’s what’s for,
sure. It doesn’t matter.

And, and yes, that’s for sure, they
don’t matter

Y qué estudia, mama,
qué están estudiando.

And what’s she study-
ing, mom, what career.

in, in, in, in And that’s it, mom,
what’s she studying?

mmm sı́ eso pasa aquı́
en Estados Unidos acá
pa- casi demandan a la
empresa

hmmm, if that hap-
pens here in the United
States, they, they would
sue the company

Right, right, In hmmm, that happens
here in the United
States, they would sue
the company

Table 5: Example translations to show how adding a small amount of real data to a synthetic training recipe
helps the model generalize beyond the synthetic domain. Synth-520 is the system trained on 520 hours of
synthetic data. Synth-530-Real-5 is the system trained on 520 hours of Synth data and 5 hours of Real
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Dataset Hours Synth-Fisher ↑ Synth-CallHome ↑

Synth

5 0.0 0.0
10 0.1 0.4
20 0.2 0.3
50 4.5 5.5

100 2.3 1.6
170 5.8 6.9
340 11.4 8.5
520 30.7 26.0

Table 6: BLEU scores for training on varying hours of only synthetic speech and testing on synthetic speech
testsets

the data was collected from telephone conversations.
Introducing a small amount of real data likely helps
the system model the acoustic mismatch. The per-
formance increases further if the amount of syn-
thetic data is increased. For example, in Table 2,
given Synth amounts 170, 340, and 520 hours, when
we add 5 hours of Real data to each, the 520-hour
recipe does best. We display example outputs for
these systems compared with those trained on no
Real data in Tables 3, 4, and 5.

5.3.3 Inference on Synthetic Data
As mentioned in §5.3.1, models trained on only syn-
thetic speech do not generalize to real speech. We
look deeper by evaluating the performance of the
models on Synth-CallHome and Synth-Fisher, the
synthetic versions of the real test sets. We use this
as a proxy to examine the claim that training on only
synthetic data may not generalize to real test sets. As
shown in Table 6, models trained on only synthetic
data perform well on synthetic test sets (inputs that
match the acoustic conditions of their training data),
though they cannot perform at all for real test sets.

6 Takeaways

We summarize our findings here: (1) When there is
a small amount of real speech available, including
a large amount of synthetic speech leads to higher
performance gains in end-to-end training; (2) When
there is a large amount of real data available, in-
cluding synthetic data leads to minimal performance
gains; (3) Training only on synthetic speech data
does not generalize outside of the synthetic domain;
(4) To generalize outside the synthetic data domain,
some amount of real speech has to be present in
the training recipe (5) When there is no real data
present, no amount of synthetic data helps.

7 Conclusion

We investigated whether using synthetic data gener-
ated from backtranslation and text-to-speech synthe-
sis for end-to-end conversational speech translation
improves performance. Incorporating synthetic data
into a conversation speech translation training recipe
helps improve the overall system’s performance es-
pecially when there is limited real speech available.
When models are trained on only synthetic data,
we find that models do not generalize beyond their
training domain. This mismatch between the syn-
thetic training data and real-world data leads to sub-
optimal performance when models trained on only
synthetic data are applied to real speech. This high-
lights the importance of incorporating at least some
real speech data during training to bridge the domain
gap effectively. In the case where no real speech is
available, no amount of synthetic data helps.

There are several open questions worth exam-
ining as future work:

• What happens if a self-supervised pre-trained
speech encoder like wav2vec (Baevski et al.,
2020) is incorporated into the model? Would it
be more or less robust to synthetic data?

• What happens if TTS quality is much lower,
which is likely in lower-resource languages?
(For example, it would be instructive to repeat
the experiments with other languages.)

• Would the conclusions change if we examine
more advanced augmentation besides simple
concatenation of Real and Synth?

• Could a model trained only on synthetic speech
be paired with voice conversion to accomplish
speech translation?
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