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Abstract

This paper presents the results of AmericasNLP
2024 Shared Task on the Creation of Educa-
tional Materials for Indigenous Languages, the
first natural language processing (NLP) shared
task on automatically creating educational re-
sources for languages Indigenous to the Amer-
icas. Teams are tasked with generating varia-
tions of sentences according to linguistic fea-
tures that could be used for grammar exercises.
The languages involved in this task are Bribri,
Maya, and Guarani. Seven teams took part in
the challenge, submitting a total of 22 systems,
obtaining very promising results.

1 Introduction

The AmericasNLP 2024 Shared Task on the Cre-
ation of Educational Materials for Indigenous Lan-
guages is a competition aimed at encouraging the
development of Natural Language Processing sys-
tems (NLP) to help with the teaching and diffusion
of Indigenous languages of the Americas. Many of
the Indigenous languages of the Americas are vul-
nerable or endangered. This means that, depending
on the language, no or only a few children are learn-
ing them and, generally, they are only spoken by a
few small groups of people. Because of this, some
of these languages are at a high risk of becoming
extinct in the near future. Many communities are
carrying out revitalization efforts, including teach-
ing their languages to their community members.
Creating materials to teach these languages is an
urgent priority, but this process is expensive and
time consuming. NLP presents an opportunity to
help with these efforts.

In addition to being endangered, the Indige-
nous languages of the Americas are so-called
low-resource languages (Joshi et al., 2020): the
data needed to train any NLP systems, let alone

deep learning-based systems, is severely limited.
This means that many approaches used for high-
resource languages, such as English and Chinese,
are not directly applicable or perform poorly. On
top of this, many Indigenous languages exhibit lin-
guistic properties uncommon among languages fre-
quently studied in NLP. This constitutes an addi-
tional difficulty.

In this task, participants built systems for trans-
forming sentences in an Indigenous language ac-
cording to some linguistic feature (such as negation
or tense), in a way that could enable to automati-
cally create grammar exercises. This often implies
inflecting the main verb of the sentence, but other
types of changes could be necessary as well, such
as including different adverbs or particles, or mak-
ing adaptations according to agreement rules.

We hope that this challenge helps to motivate re-
searchers to develop systems for these Indigenous
languages, as well as spark the interest in NLP re-
search for the huge diversity of languages across
the American continent, as is the goal of the Ameri-
casNLP workshop since its inception (Mager et al.,
2021).

2 Related Work

NLP for Educational Applications Over the last
years, NLP has been used more and more in ed-
ucational contexts. Examples for this are NLP-
based tutors (Wollny et al., 2021; Dyke et al., 2013;
Macina et al., 2023), feedback systems for teachers
(Suresh et al., 2022), or automatic student assess-
ment (Andersen et al., 2013). Closest in spirit to
the AmericasNLP Shared Task on the Creation of
Educational Materials for Indigenous Languages
is work on automatic exercise creation (Hill and
Simha, 2016; Perez and Cuadros, 2017): with this
shared task, we aim at automatically creating sen-
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tence pairs in Indigenous languages, where the first
sentence can be given to a learner with the task to
correctly produce the second one by applying the
indicated change.

Morphological Inflection This task shares simi-
larities with morphological inflection shared tasks
such as the SIGMORPHON 2016 Shared Task on
Morphological Reinflection (Cotterell et al., 2016),
in which the participants were presented with a
word and a target morphological feature, and they
had to inflect the word into a form corresponding
to that feature. This could start with the lemma
(subtask 1), with an inflected word with known
morphology (subtask 2), or with an inflected word
that is not annotated (subtask 3). The present task
is more similar to that last subtask in that the partic-
ipants are presented with an unannotated inflected
form and they have to generate another inflected
form, but in our case the word is used in the context
of a sentence and often other words in the sentence
might be affected by the change as well, so it is a
case of reinflection in context.

The most important precedent of a task
about reinflection in context is the CoNLL–
SIGMORPHON 2018 Task 2 (Cotterell et al.,
2018), where participants were presented in a cloze
test format, with a sentence containing a gap and
a lemma, and they had to produce the appropriate
inflected form that fits the gap. In our case, we are
presenting a whole sentence without gaps, and the
participants have to detect the words they have to
change in order to adapt it to the expected features.

These previous competitions have featured some
Indigenous languages of the Americas in their data:
Cotterell et al. (2016) included Navajo, while Cot-
terell et al. (2018) also added Quechua, Mapun-
dungun and Greenlandic Inuit (alongside 100 more
languages). As far as we know, this is the first
time the Bribri, Mayan, and Guarani languages are
featured in a task of these characteristics.

3 Task Description

The idea of this shared task is to automatically con-
vert sentences in Indigenous languages into small
exercises for language learners. In particular, we
aim to create grammar exercises in which students
must tweak a sentence changing its tense, aspect,
or other morphosyntactic features. In order to do
this, participants have to create systems that can
automatically modify sentences with regard to a
given property (e.g., they must create a negated

version of a sentence). Those sentences could then
be used as exercises by either asking learners to
do the same transformation or by masking out all
changed words in the sentence and asking learners
to fill in the blank.

For instance, if a model can correctly reproduce
the linguistic labels, it will also be capable of trans-
forming simple sentences from first-person singular
to first-person plural, as in the following example
in Maya:

Original Sentence:
J-jaan en tin najil (1s)
tr. I ate at my home.

Transformed Sentence:
J-jaano’ob tu najil (1p)
tr. We ate at his/her/their house.

Using that pair of sentences, we could come up
with the grammar exercise below.

Exercise 1. Transform the following sentence to
first-person plural:
J-jaan ____ najil
a) béet u
b) o’ob tu
c) o tin
d) o’ob janal

Task Format The participants were provided
with one data file for each language, containing
the following columns:

• ID: unique identifier of the example.

• original sentence: this would be used as the
system input.

• change to be conducted: tag indicating the
morphosyntactic change to perform.

• target sentence: sentences expected as system
output.

Systems were expected to take the original sen-
tence and a morphosyntactic feature marker, and
generate the target sentence as output. Internally,
the examples were organized in clusters in which,
starting from one original sentence, one or more
morphosyntactic variations (deltas) were created.

The task was evaluated in terms of exact accu-
racy (fraction of times the system output matched
the expected output), and also two classic metrics
for generative tasks: BLEU (Papineni et al., 2002)
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and chrF (Popović, 2015). The main metric for the
task was exact accuracy.

4 Dataset

Table 1 shows a summary of the data created for
this task. In each case we present the number of
clusters and the number of total examples provided.

Train Dev Test Total
Bribri Examples 309 212 480 1001

Clusters 15 17 32 64
Maya Examples 594 149 310 1053

Clusters 179 53 89 321
Guarani Examples 178 79 364 621

Clusters 56 14 34 104

Table 1: Size of the dataset.

4.1 Bribri

Bribri (Glottolog brib1243) is a Chibchan lan-
guage spoken in Southern Costa Rica. It is spoken
by approximately 7000 people (INEC, 2011) and
it is closely related to other Chibchan languages
like Cabécar (Quesada, 2007). Bribri is vulnerable
(Sánchez Avendaño, 2013), in that some children
are not learning to speak the language from their
parents.

Bribri is a morphologically ergative SOV lan-
guage. Its verbs have fusional morphology, with
suffixes to indicate voice, tense, aspect and mood.
Bribri is a tonal language with five tones, and these
also form minimal pairs in the verbal morphology
(e.g., falling tone ché ‘said’ versus high tone chè ‘is
saying’). Most nouns do not have any morpheme
that indicates the plural, but some animate plural
nouns do trigger morphological changes in the verb,
either by the use of a suffix for number agreement
(e.g., I túr ‘he runs’ versus I túndak ‘they are run-
ning’), or by changing the verb to a suppletive root
for the plural (e.g., Chìchi dör bë̂rie ‘The dog is
big’ versus Chìchi dör wîwî ‘The dogs are big’).

There are numerous published educational ma-
terials for Bribri. These include a grammar book
(Jara, 2018), two textbooks (Constenla et al., 2004;
Jara Murillo and García Segura, 2013), two dic-
tionaries (Margery, 2005; Krohn, 2021), several
books for school children (Sánchez Avendaño et al.,
2021a,b) and several books with transcribed oral lit-
erature (Jara, 1993; Jara and García Segura, 1997;
García Segura, 2016, 2021; Jara Murillo and Gar-
cía Segura, 2022). There is also an oral cor-

pus (Flores-Solórzano, 2017a,b) with audiovisual
recordings of oral literature.

The data included in this shared task was con-
structed by using examples from the textbooks and
the grammar cited above, as well as examples from
the treebank in Coto-Solano et al. (2021). We fo-
cused on the verbal morphology, particularly the
tense-aspect-mood suffixes. We selected a total
of 64 sentences and then conjugated the verbs in
all their possible forms, based on the information
in the books and on the conjugations in the mor-
phological analysis of Flores-Solórzano (2017c).
We included a number of irregular verbs in the ex-
ample, given their high frequency in the language
(e.g., tso ‘is’ versus bák ‘was’). The 64 original
examples included 33 transitive sentences, as well
17 intransitive, 8 locative intransitive and 6 cop-
ular sentences. After the conjugations, we had a
total 1,001 example sentences, which were split as
shown in table 1. The following are the main cate-
gories used to conjugate and derive the examples:

• Polarity: Sentences can be positive or
negative.

• Verbal mood: Verbs can be conju-
gated for indicative, imperative,
adversative, exhortative and
optative moods. They can also be in the
knowledge mood, which is used when
someone “knows" how to do something, and
is similar to the potential mood in languages
like Japanese.

• Tense and aspect: Past tenses include
the anterior, perfect remote,
perfect continuous and perfect
recent. Tenses that cover the present
tense include the imperfect recent,
imperfect continuous and
imperfect habitual. Tenses that
cover the future include the potential
future and the certain future.

• Aspect: As a complement to the tense-
aspect tag, we have a macro-tag to classify
the aspect as imperfect, perfect or
inchoative.

• Voice: Verbs can be in the active or
middle voice.

• Number of the absolutive: Verbs do not have
conjugations for person. Therefore, we have
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included information for whether the abso-
lutive argument is singular, plural or
zero. We have done this because verbs can
change their conjugation for some plural ab-
solutive arguments.

• Pronoun type: Finally, we included informa-
tion for pronoun subjects, whether they were
absolutive or ergatives. Pronominal subjects
can be 1SG, 2SG, 2PL, 3SG and 3PL. The
language also has a clusivity distinction be-
tween 1PL.INCL and 1PL.EXCL pronouns.
Finally, a sentence is tagged as no pronoun
if the subject is zero or a full nominal.

4.2 Maya
In this task, we focused on the Yucatec Maya va-
riety (Glottolog yuca1254). The first version
of the data in Maya was created in 2022 at the
request of Duolingo1, an American educational
technology company that produces learning apps.
The Secretariat of Culture and the Arts of Yucatan
(SEDECULTA) served as the starting point for gen-
erating the initial Maya-Spanish aligned data. The
company requested the translation from Spanish to
Maya, as well as the alignment of tokens for some
phrases. Although the integration of Maya into
Duolingo was discarded (because the Maya did not
fit the simplistic scheme that was required), sci-
entists from The Geospatial Information Sciences
Research Center (CentroGeo, Mexico) promoted
the follow-up and resumed data generation with the
aim of creating technologies in Maya.

With the help of several Maya speakers, linguists,
NLP practitioners, and volunteers, the process of
creating aligned Maya-Spanish phrase corpora con-
tinued, part of which is included in the challenge
data. These background details are important be-
cause they explain why the data has a simple struc-
ture, covers everyday topics, and features slight
variations in grammatical characteristics. These
data were always intended as inputs for educational
materials.

As the Maya-Spanish aligned data was created
with the aim of generating an automatic transla-
tor, it includes themes of everyday contexts: greet-
ings, farewells, park, market, house, cornfield, lot,
school, weather, courtesy, family, work, town, lo-
cation, daily life, physical description, shopping,
travel, pets, birds, insects among others. At the
end of 2022, from November to December, three

1https://duolingo.com/

native-speaking Mayan scholarship recipients gen-
erated the phrases. Each one created 3,200 phrases
in Mayan and their corresponding translation into
Spanish. 9,600 parallel phrases were achieved,
which, added to those that had previously been
generated for Duolingo, reached a total of 13,873.

Before starting to create the phrases, the speak-
ers were trained giving them the instruction that,
for each assigned topic, they should consider the
most commonly used expressions in orality, mak-
ing a written version that was as natural as possible.
In this way they would be useful to learn Mayan
as a second language. The initial production went
through a testing phase and several revisions. In
the final phase, they were instructed to make sim-
ple phrases using the demonstrative, phrases with
different aspects and people, affirmative, negative,
transitive and intransitive phrases, and descriptive,
among others. Of the 13,873 phrases, 1,400 were
selected to generate the groups with labels for this
challenge.

The grammatical annotation of the corpus was
done by NLP specialists and a native speaker lin-
guist, whose invaluable help provided insights on
how Mayan grammar is very difficult to analyze
with a Eurocentric linguistic mindset. We had
hundreds of phrases in Mayan with their trans-
lation into Spanish and we had to give each one
grammatical labels that mainly indicated the type
of phrase (affirmative, negative, interrogative,...),
person (1st singular, 2nd plural,...), verbal tense
(present, past, future), among other categories. We
naively thought that it was a tedious but simple task,
believing we could rely on the Spanish version to
achieve a good classification.

Everything went through a double or triple
check, and in case of disagreement a few minutes
of discussion were enough to reach a consensus
and continue. But it was time for a complex and
fascinating situation that had no simple solution:
establishing the verb tense of Mayan phrases. This
is because the very concept of verbal tense simply
does not exist in this language, and this information
is conveyed by other means. We noticed that on
many examples there was no difference in the time
they occur, but rather the degree of completeness
of the action (mood) and the intention in carrying
it out (aspect) (Briceño Chel, 2021; Yoshida, 2016;
Chan Dzul, 2010). The tense of a phrase exists
but not as an inflection of the verb, it is introduced
with additional particles such as adverbs (Yoshida,
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2016).
Finally, we had a selection of 1,400 annotated

phrases with 12 grammatical tags: predicate_type,
statement_type, statement_subtype, mood, ac-
tion_state, verbal_aspect, adverb_tense, tense,
person, voice, transitivity, and mark. Addition-
ally, the phrases were classified into clusters with
one base and several deltas in each one. Each delta
contains one or two grammatical differences from
the base. The used split was 50% train, 20% dev
and 30% test.

4.3 Guarani

Guarani is a language belonging to the Tupian stock
with around 6 million native speakers in several
countries of South America, mainly in Paraguay
and some regions of Argentina, Bolivia and Brazil.
As many Indigenous languages of the Americas,
Guarani has a very complex noun and verbal mor-
phology, with words that change their POS accord-
ing their affixes and the way they are used in the
sentence. The verbal category is the most com-
plex one, containing prefixes that encode person
and number, many possible suffixes that encode for
voice, tense, aspect, mood and grade, and also a
circunfix to create negative forms (Academia de la
Lengua Guaraní, 2018).

In this task we focused on the Paraguayan variety
of the Guarani language (Glottolog para1311).
Although this variety is not considered immedi-
ately endangered, it is considered vulnerable due
to the massive borrowing of Spanish terms and id-
ioms (Moseley, 2010) as a result of the contact with
European languages since the 16th century (Ro-
dríguez Gutiérrez and Núñez Méndez, 2018).

For this dataset we used three sources of sen-
tences: the blogs subset of the Jojajovai cor-
pus (Chiruzzo et al., 2022); the transcriptions of
the Guarani data from Mozilla Common Voice2,
already used in (Ebrahimi et al., 2022); and a sim-
ple generator of Guarani-Spanish pairs based on
feature grammars and transfer rules (Lucas et al.,
2024). We always started with an original sentence
in Guarani annotated with their corresponding mor-
phosyntactic features, then selected a few varia-
tions in the features to create a cluster of between
5 and 10 examples, finally we wrote the modified
sentences manually. The training and development
data were collected from the generator (around 80%
of the clusters) and the Jojajovai data (around 20%

2https://commonvoice.mozilla.org/

of the clusters), plus a few examples written manu-
ally. The test data was collected from the genera-
tor (around 67% of the clusters) and the Common
Voice dataset (around 33% of the clusters). The
Common Voice sentences were the hardest to work
with, as they were much more complex than the
other sources, and often featured more than one
verbal construction.

Three annotators, two of them native speakers of
Guarani, took part in this annotation process, and
all the final sentences in the dataset were reviewed
by the native speakers. In order to make the task
more challenging, we tried as much as possible to
keep examples that use the same main verb on the
same split, so that systems need to generalize the
different inflection types to unseen examples.

The set of features used to annotate the Guarani
variations is the following:

• Person and number: Combinations of first,
second and third person, both singular and
plural. Also, Guarani distinguishes between
forms that include or exclude the interlocutor
for the first person plural (1SG, 2SG, 3SG,
1PL.INCL, 1PL.EXCL, 2PL, 3PL).

• Tense: Present, Simple future,
Recent past, Imperfect past,
Pluperfect past.

• Polarity: Affirmative or Negative
forms of the verb.

• Aspect: Besides the base form, we included
the Imperfective (progressive or contin-
uous) and Intermittent (an action per-
formed occasionally, but not always) aspects.

These features are often marked as affixes of the
verb or as accompanying adverbs. Another impor-
tant feature in Guarani is the categorization of verbs
and other words as nasal or oral terms. This catego-
rization is based on the pronunciation of words, and
impacts the types of affixes and pronouns that could
be used, in a phenomenon called nasal/oral agree-
ment (Academia de la Lengua Guaraní, 2018).

5 Approaches and Results

This section describes the different approaches that
the participants used to solve the task, as well as
the baseline approach we implemented, and then
presents the results obtained by these approaches.
Seven teams took part in the shared task, submitting
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a total of 22 systems. All seven teams submitted
results for the Bribri and Maya languages, while
for Guarani only four teams presented results. The
methods of both systems by the anonymous sub-
mission are not known.

5.1 Baseline

Our baseline system is a simplified adaptation of
the Prefer Observed Edit Trees (POET) method
(Kann and Schütze, 2016). An edit tree (Chrupała,
2008) is a tree of edit operations which are applied
recursively to a source string (source sentence) to
obtain a target string (target sentence). There are
two types of nodes in edit trees: a substitution
node and a match node. A substitution node out-
puts a fixed target string given a fixed source string.
A match node splits a source string to a possibly
empty prefix of a fixed length, a fixed matched sub-
string, and a possibly empty suffix of a fixed length.
Prefix and suffix point to their own edit trees. An
output of a match node is a concatenation of the
output of prefix edit tree applied to the prefix, the
matched substring, and the output of suffix edit tree
applied to the suffix. Given a source and a target
strings, an edit tree is built by recursive execution
of two steps. The first step is to find the longest
common substring (LCS) (Gusfield, 1997) between
the source and target strings. If the LCS has a zero
length, create a substitution node with the source
and target strings. If the LCS length is larger than
zero, the second step is to create a match node with
the LCS as its match, and lengths of the parts of
the source string before and after the LCS as the
prefix and suffix lengths of the node. After that, the
first step is repeated for the prefix and suffix. Fig. 1
shows an example edit tree for one of the training
samples. We utilize the spaCy implementation of
the edit trees structures3.

During the training stage, we build an edit
tree for each combination of a source sentence,
a change and a target sentence in the training data,
and count numbers of occurrences of each tree for
each change. During the testing stage, we try to ap-
ply the most frequent edit tree for a given change to
a given source sentence. If the output is not empty,
we return it as a target sentence, otherwise we try
to apply the next less frequent edit tree for a given
change. If a target sentence is not defined after

3https://github.com/
explosion/spaCy/tree/
2e2334632beb0e91abc1d7820a0471a10af61489/
spacy/pipeline/_edit_tree_internals

Ye' shka' Kë̀ ye' shkö̀pa
(1, "e' shk", 2)

Y/Kë̀ y (0, "a", 1)

ε/ö̀p '/ε

Figure 1: Edit tree for the training sample
Bribri0315, from Ye’ shka’ ‘I walked’ to Kë̀ ye’
shkö̀pa ‘I won’t walk’. The root node is a match node
with the match "e’ shk", prefix length 1 and suffix length
2. Its prefix node is a substitution node that replaces
"Y" with "Kë̀ y". Its suffix node is a match node with
the match "a", prefix of length 0, and suffix of length
1. Both prefix and suffix trees are substitution nodes
replacing an empty string (ϵ) with "ö̀p" for the prefix,
and "’" with an empty string for the suffix.

trying all edit trees observed in the training data
for the given change, we return the source sentence
without changes.

5.2 JAJ (/dZæz/)

The JAJ team (Vasselli et al., 2024) experimented
with several LLMs and submitted predictions for
Bribri and Maya languages from the system based
on GPT-4 (OpenAI et al., 2024), which performed
best on the development set. The LLM was given
the prompt adapted from the one (Vamvas, 2022)
used for the Rosetta Stone Puzzles. The prompt
integrates the examples from the training set, part
of speech tags generated with a dictionary based
method, and some language specific hints. Lan-
guage specific hints include short summaries of
grammatical rules related to the changes extracted
from textbooks, and, for Bribri, possible target verb
form generated with a rule-based verb conjugator.
Besides that, the team applied such preprocessing
steps to the data, as duplicate removal and cap-
italization normalization, tag collapsing for the
changes that mostly appear together, generation
of additional training samples by labeling from the
target back to source, and decomposition of certain
compound changes to simple changes for sequen-
tial execution.

5.3 Meenzer Team

The Meenzer team (Bui and von der Wense, 2024)
submitted predictions of four different ensem-
bles of models for all three languages. System
1 incorporates the largest combination of mod-
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els: 10 character-level pointer-generator LSTMs
(Bahdanau et al., 2015; See et al., 2017; Vinyals
et al., 2015), 12 finetuned Mixtral 8x7B (Instruct)
(Jiang et al., 2024) models, and 2 GPT-4 (OpenAI
et al., 2024) based systems. System 2 incorpo-
rates LSTMs and Mixtral models only, system 3
incorporates LSTMs only, and system 4 incorpo-
rates Mixtral models only. The LSTMs are selected
from the pool of 100 models trained with various
hyperparameters, first on the training data for all
three languages combined, and subsequently fine-
tuned for each language separately. The desired set
of grammatical changes is encoded as a sequence
containing one token per change, combined with
a language tag, and is fed to a separate LSTM en-
coder. The Mixtral models are finetuned using the
unsupervised in-context learning (SICL) method
(Li et al., 2023) with 5, 10, or 20 examples per
prompt for 10 or 20 epochs, resulting in 6 different
models. Each Mixtral model and GPT-4 system are
used in 2 ways, differing with the order of exam-
ples in the prompt. The ensemble output is decided
with majority voting.

5.4 Giving it a Shot
The Giving it a Shot team (Haley, 2024) submit-
ted predictions of three systems based on three
LLMs, namely Command R+ from Cohere (sys-
tem 1), and GPT-3.5 Turbo and GPT-4 (OpenAI
et al., 2024) from OpenAI (systems 2 and 3 respec-
tively). The prompt simply listed several lines of
the training data in CSV format, the instruction to
fill in the column, and a line with a test sample hav-
ing the missing last column. Examples are selected
from the training data according to the grammatical
change in the test sample. In cases when more than
10 samples are available, examples are selected
for the highest sum of BLEU and chrF scores of
source sentence with the test sample. In cases when
a compound grammatical change does not have any
examples in the training data, this change is split
and examples are searched for the resulting simple
changes.

5.5 LECS Lab
The LECS Lab team (Ginn et al., 2024) submitted
predictions of nine systems, one of which does not
include Maya, and eight other include all three lan-
guages. System 1 is based on GPT-4 (OpenAI et al.,
2024), which is prompted with the complete train-
ing set and chunks of 20 testing samples. System
8 is based on mBART (Liu et al., 2020). All other

systems are based either on a standard encoder-
decoder LSTM (Bahdanau et al., 2015) (systems 2,
3, 4, and 9) or pointer-generator LSTM (See et al.,
2017) (systems 5, 6, and 7), and utilize different
data augmentation methods.

The team develops a variation of the lemma copy-
ing technique (Liu and Hulden, 2022; Yang et al.,
2022), which they name sentence copying. The
idea is to create additional training samples by
copying same sentence as both source and target
with an empty change field. All LSTM systems
except of system 9 use the external sentence copy-
ing for data augmentation, where the copied sen-
tences are taken from external datasets, namely
transcriptions from the Yucatec Maya DoReCo
dataset (Skopeteas, 2022) for Maya, Guarani por-
tion of the CC-100 dataset (Conneau et al., 2020)
for Guarani, and Bribri portion of the Americas-
NLP2024 Shared Task 1 data for Bribri. System
3 additionally performs the sentence copying with
all sentences from the training data.

Another data augmentation method is called
stem permutation and it is based on the idea to
replace stems with random characters (Silfverberg
et al., 2017; Anastasopoulos and Neubig, 2019). In-
stead of identifying which parts of words are stems,
the team randomly changes one or two characters
in a source sentence and relies on the edit tree built
from the original source and target sentences to see
if the change is valid. If the edit tree still applies to
the modified source sentence, then this sentence is
added to the training data with the original target
sentence. The stem permutation method is used to
augment data for systems 4 and 7.

Training data for system 7 also uses concatena-
tion data augmentation, which finds pairs of train-
ing samples with exactly same grammatical change
and creates a new sample by concatenating source
sentences and target sentences from such pair.

Training data for system 6 is augmented with
transitive transformations method. This method
utilizes pairs of training samples sharing same
source sentence while having grammatical changes
with same attributes, but different values. One of
the target sentences from such pair can be used as
a source sentence to another target sentence in a
new training sample, because it can be inferred that
these target sentences share all grammatical and
lexical content except of the attributes specified in
the change.

System 9 works with byte-pair encoding sub-
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Team System Bribri Maya Guarani Average Acc.
Acc. BLEU chrF Acc. BLEU chrF Acc. BLEU chrF (Rank)

JAJ (/dZæz/) 1 54.17 71.72 82.78 53.55 78.41 91.53 0.00 0.00 0.00 35.91 (1)
Meenzer Team 4 19.38 46.93 73.02 53.87 77.68 90.94 23.90 36.94 79.48 32.38 (2)

1 17.50 44.20 70.09 38.39 66.81 83.70 34.62 49.60 84.93 30.17 (5)
2 17.50 44.20 70.09 38.39 66.81 83.70 23.08 35.95 79.71 26.32 (7)
3 8.54 32.50 61.24 27.74 58.59 79.29 12.64 20.01 71.61 16.31 (11)

Giving it a Shot 3 17.71 39.48 69.28 53.87 78.54 91.66 25.00 40.55 81.71 32.19 (3)
2 11.67 33.80 65.51 50.97 75.09 89.76 18.13 31.94 79.36 26.92 (6)
1 7.08 31.68 62.45 49.03 73.09 88.54 9.34 22.64 73.40 21.82 (8)

LECS Lab 1 12.08 36.95 66.75 51.61 76.82 90.29 30.77 45.18 82.33 31.49 (4)
7 2.50 14.65 41.51 30.00 65.22 83.28 12.09 22.73 72.11 14.86 (13)
8 0.83 9.90 36.47 35.16 68.11 86.04 3.30 13.84 61.46 13.10 (14)
5 0.21 3.34 21.78 24.19 56.05 77.64 7.69 20.53 71.26 10.70 (15)
3 2.29 10.87 37.35 15.16 50.77 74.38 9.34 13.08 66.93 8.93 (17)
6 0.21 2.01 18.80 12.90 43.31 69.27 11.81 17.62 68.88 8.31 (18)
2 1.67 11.49 41.00 15.48 55.22 76.58 7.69 17.80 70.54 8.28 (19)
4 2.29 11.88 42.76 13.55 52.83 75.94 8.24 15.59 66.90 8.03 (21)
9 0.83 7.91 47.76 0.00 0.00 0.00 0.55 3.80 56.21 0.46 (22)

UF_NLP 2 26.88 48.71 74.83 33.23 74.36 86.59 0.00 0.00 0.00 20.04 (9)
1 9.79 37.92 65.33 37.42 69.59 85.77 0.00 0.00 0.00 15.74 (12)

Arizona Linguistics 1 9.38 17.13 55.07 25.81 50.36 79.46 14.84 22.55 73.18 16.67 (10)
Anonymous 1 12.50 31.51 57.20 16.45 54.20 77.87 0.00 0.00 0.00 9.65 (16)
submission 2 9.79 29.91 56.99 14.52 51.28 76.06 0.00 0.00 0.00 8.10 (20)

Baseline (edit trees) 8.75 22.11 52.73 25.81 53.69 80.23 14.84 25.03 76.10
Max 54.17 71.72 82.78 53.87 78.54 91.66 34.62 49.60 84.93

Table 2: Results over the test set. The last column shows the average accuracy over the three languages and the rank
of each submission. Teams are ordered according to their best performing submissions.

words, unlike the other LSTM models, which work
with characters. System 9 uses only one data
augmentation that aims to replace frequent non-
inflection subwords with their synonyms in both
source and target sentences. The synonyms are
identified using separate word2vec models, which
are trained on external data for Guarani and Bribri
languages.

5.6 UF_NLP
The UF_NLP team (Su et al., 2024) submitted
predictions of two systems for Bribri and Maya
languages. System 1 is NLLB-200-3.3B model
(NLLB Team et al., 2022) finetuned separately
for each language. Its input is concatenation of
a source sentence and a grammatical change tag.
System 2 is Claude 3 Opus LLM. Its prompt con-
tains all training samples with sample IDs replaced
with row numbers.

5.7 Arizona Linguistics
The Arizona Linguistics team (Hammond, 2024)
submitted predictions from one system for all three
languages. This system adopts the baseline and
relaxes the requirement of strict match of gram-
matical change for selection of candidate edit trees.
More precisely, if none of originally selected edit

trees could be applied to the test source sentence,
then the system considers the full list of edit trees
from the training data and attempts to apply them in
the order of similarity of their grammatical changes
to the testing grammatical change.

5.8 Task Results
Table 2 shows the results of the different systems
for our task. The JAJ team got the first position in
the task according to average accuracy, although
none of the teams was a clear winner for the three
languages: the JAJ team obtained the best perfor-
mance for Bribri, the Giving it a Shot team for
Maya, and the Meenzer Team for Guarani. The
JAJ team obtained on average the best accuracy
results, even considering they did not submit their
results for the Guarani language. This accuracy
metric was very strict, and we can see that it was
the metric for which the participants got the lowest
results.

The results in terms of chrF were very high, but
this was expected as the target sentences in general
share many words and morphemes with the source
sentence, so the character n-gram overlap between
them should already be very high. The language
that got on average the worst results was Guarani,
having only 34% accuracy and 49.6 BLEU score.
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It was also the language that was tackled by fewer
teams: only four out of seven. One possible ex-
planation for the lower results is the division of
clusters with different verbs in the different splits,
or the fact that a different (more difficult) combina-
tion of sources was used for the test set.

6 Conclusions

We presented the results of the first task on the
creation of educational materials for Indigenous
languages of the Americas. In this task, the partici-
pants had to create systems that could transform a
source sentence into a target sentence by changing
some linguistic feature, usually associated to the
main verb (e.g., negation, aspect or tense). These
pairs of sentences can be used to create grammar
exercises for students of the Indigenous languages.

The languages targeted in this task were Bribri,
Maya and Guarani, three Indigenous languages of
the Americas with different characteristics. Seven
teams took part in the task, submitting 22 systems.
Different teams obtained the best results for each
language: JAJ for Bribri, Giving it a Shot for Maya,
and Meenzer Team for Guarani. The results in
general were very promising, obtaining high scores
in terms of the generative task metrics BLEU and
chrF, but still with a lot of room for improvement
in terms of the main accuracy metric.

Notably, most of the teams used neural methods,
in particular LLMs like GPT-4 or Mixtral, often
with some strategies for data augmentation. This is
interesting because such models have often shown
worse performance on lower-resource languages
than those with higher resources, but in this case
where the systems did not need to generate a full
sentence but make some localized changes, they
seem to work quite well.
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