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Abstract
This paper explores capabilities of Vision Lan-
guage Models on spreadsheet comprehension.
We propose three self-supervised challenges
with corresponding evaluation metrics to com-
prehensively evaluate VLMs on Optical Char-
acter Recognition (OCR), spatial perception,
and visual format recognition. Additionally,
we utilize the spreadsheet table detection task
to assess the overall performance of VLMs by
integrating these challenges. To probe VLMs
more finely, we propose three spreadsheet-to-
image settings: column width adjustment, style
change, and address augmentation.

We propose variants of prompts to address
the above tasks in different settings. Notably,
to leverage the strengths of VLMs in under-
standing text rather than two-dimensional po-
sitioning, we propose to decode cell values
on the four boundaries of the table in spread-
sheet boundary detection. Our findings reveal
that VLMs demonstrate promising OCR capa-
bilities but produce unsatisfactory results due
to cell omission and misalignment, and they
notably exhibit insufficient spatial and format
recognition skills, motivating future work to
enhance VLMs’ spreadsheet data comprehen-
sion capabilities using our methods to generate
extensive spreadsheet-image pairs in various
settings.

1 Introduction

Spreadsheets are widely-used for data management
and analysis (Birch et al., 2018; Wu et al., 2023).
However, they are designed to be "human-friendly,
not "machine-friendly" 1. Cells are arranged on the
grid and illustrated by various visual formats like
borders, colors, and bold fonts. Unlike machines,
humans naturally leverage these visual cues to un-
derstand the layouts and structures of spreadsheets,
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such as the location of the table (e.g., "A2:N32")
using borders, the headers (e.g., "A2:N3") using
bold fonts, and aggregated rows and columns (e.g.,
rows 17, 19, and 20) using fill colors.

While LLMs have shown promising perfor-
mance in serializing spreadsheets as text se-
quences (Chen et al., 2024; Li et al., 2024), repre-
senting spreadsheets in this manner loses critical
visual signals. With the recent surge in Vision Lan-
guage Models (VLMs) (Laurençon et al., 2024),
we propose studying the capability of language
models to leverage visual signals for spreadsheet
understanding. Fortunately, a spreadsheet can be
straightforwardly processed using third-party tools
like Interop and converted into an image. This
motivates us to construct spreadsheet-image pair-
wise data for self-supervised tasks. To this end,
we propose three self-supervised tasks to compre-
hensively examine critical abilities of VLMs sep-
arately: Optical Character Recognition (OCR) of
cells, two-dimensional spatial position perception,
and visual format recognition. Finally, we use
spreadsheet table detection (Dong et al., 2019), a
fundamental and enabling task in Microsoft Excel
and Google Sheets, to jointly examine the effective-
ness of VLMs, as this task combines the challenges
of all three self-supervised tasks.

Specifically, as shown in Figure. 1, spreadsheet
images present the following challenges: 1) The
rows and columns are very compact, even overlap-
ping, which makes the OCR task difficult. Specifi-
cally, VLMs sometimes struggle to split multiple
cells and mistakenly treat them as a single cell. 2)
The absence of explicit cell addresses and clear
boundaries between rows and columns makes it
difficult to perceive spatial locations. 3) Spread-
sheets often contain a variety of formats, making it
hard to recognize all formats precisely at the pixel
level. To address these issues, we propose three dif-
ferent spreadsheet-to-image settings to probe the
VLMs’ performance: column width adjustment,
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Figure 1: A sample spreadsheet showing various challenging points in spreadsheet understanding task.

style change, and address augmentation respec-
tively, as shown in Figure. 2.

We explore variants of prompts to address the
above tasks in different settings. Notably, to lever-
age the strengths of VLMs in understanding text
rather than two-dimensional positioning, we pro-
pose to decode cell values on the four boundaries of
the table rather than decoding regions like "A2:E5"
directly in the task of spreadsheet boundary detec-
tion. By analyzing the experiment results, we draw
the following conclusions: Firstly, VLMs possess
strong OCR capabilities, yet they often encounter
issues of cell omission and prediction misalignment
when dealing with spreadsheet images. Secondly,
VLMs lack robust spatial perception in images be-
cause they need to infer the number of rows and
columns implicitly on a large two-dimensional cell
grid rather than reading it directly. It is highly
noteworthy that their performance on recognizing
visual formats on a cell grid is far from satisfactory;
they are far from human-level in comprehending
spreadsheet formats. Lastly, in the task of spread-
sheet table detection, VLMs do not perform as well
as the existing CNN-based TableSense (Dong et al.,
2019), which is well-trained using a human-labeled
dataset, indicating that there is still a long way to
go in understanding spreadsheet images for VLMs.

2 Related Work

2.1 Table Representation

The advent of Large Language Models (LLMs)
has significantly spotlighted the task of processing
structured data (Jiang et al., 2023; Tang et al., 2023;
Guo et al., 2023), particularly tabular data. In the
quest to effectively communicate tabular data to
LLMs, researchers have devised numerous formats,
including HTML, JSON, Markdown, and XML, to
represent such data. Studies by Sui et al. (Sui et al.,
2023a) and Singha et al. (Singha et al., 2023) have
underscored the efficacy of using Markdown and
HTML for tabular data representation. However,
these methods do not apply to spreadsheets since
they have a single table assumption with an ex-
plicit region. Moreover, they do not leverage visual
formats. (Deng et al., 2024) explored the usage
of LLMs to evaluate representations of tables in
image form, and Singh et al. (Singh et al., 2023)
examined the capability of GPT-4 with vision(GPT-
4V) (Achiam et al., 2023) on structured data, but
they also focus on table-based input but not spread-
sheet input that can include multiple tables and
scattered notes. In contrast, there’s a growing in-
terest in exploring the vision perspective of spread-
sheets to leverage the visual cues and take the
whole spreadsheet rather than a single table as in-
put. For instance, Dong et al. (Dong et al., 2019)
uses CNN to capture spatial layouts of spreadsheet.
However, our research diverges by focusing on ex-
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ploring LLMs’ ability to understand spreadsheet
images. (Huang et al., 2023) proposed to model
table boundaries as language sequences and use
sequence decoder for table recognition.

2.2 Table-Related Tasks

Previous research has extensively explored tasks
related to tables, encompassing table QA, table fact-
checking, table-to-text, table manipulation, and ta-
ble interpretation, etc (Pasupat and Liang, 2015;
Novikova et al., 2017; Chen et al., 2020; Sui et al.,
2023b; Li et al., 2023; Zhang et al., 2023). How-
ever, many of these tasks primarily revolve around
understanding tables at the textual level. In reality,
tables are often embedded within documents, im-
ages, and web pages, necessitating the exploration
of related tasks such as table header detection, table
structure recognition, and table recognition.

In recent studies, Fang et al. (Fang et al., 2012)
identified tables within PDF documents using ex-
isting table extraction tools and employed machine
learning algorithms to construct classifiers for iden-
tifying and categorizing table headers. Nassar et
al. (Nassar et al.) introduced a novel table unit
object detection decoder based on Transformer ar-
chitecture to comprehend table structures. Ly et
al. (Ly and Takasu, 2023) decomposed the table
recognition task into two subtasks: table structure
recognition and cell content recognition. They pro-
posed an end-to-end multi-task learning model to
address these subtasks.

However, our current study focuses more on the
understanding of spreadsheet images by VLMs.
This involves investigating the OCR capabilities
of VLMs, their aptitude in capturing formatting
information, their perception of spatial positioning,
and their efficacy in detecting tables from spread-
sheets (Dong et al., 2019).

3 Preliminary

3.1 Probing tasks

We design the following three probing tasks to eval-
uate the performance of VLMs on spreadsheet un-
derstanding.

Optical Character Recognition (OCR): A
spreadsheet is a two-dimensional cell grid that dif-
fers from plain text. In OCR tasks for text, the
output simply sequences the characters. However,
OCR for spreadsheets not only involves recogniz-
ing characters but also requires organizing them

in units of distinct cells as shown in Task1 of Fig-
ure. 1.

Understanding spatial position: The ability of
VLMs to perceive the spatial position of images has
been a long-standing challenge. Unlike ordinary
images, spreadsheet images employ a precise two-
dimensional coordinate system, where misalign-
ment of rows and columns severely disrupts the
understanding of information. Each cell’s address
corresponds to exact row and column coordinates,
however, the images don’t explicitly indicate the
coordinate positions, so we define the top row in
the image as the first row and the leftmost column
as the first column. Consequently, the address of
the cell located at the intersection of the first row
and first column is defined as "1,1". Cell numbers
increase from left to right and from top to bottom.
As shown in Task2 of Figure. 1, the address for
"Other People" is "B26." But for spreadsheet im-
ages without given coordinate positions, it should
be recognized as "26,2".

Understanding visual format information:
Spreadsheets contain rich formatting details that
enhance comprehension and processing. If VLMs
could "read" format information in images, it
would perceive the images much like human do.
Although spreadsheets contains a variety of format,
we primarily focus on top border, bottom border,
left border, right border, bold font, and fill color as
shown in Task3 of Figure. 1.

3.2 Spreadsheet Table Detection Task

Spreadsheet table detection (Dong et al., 2019),
involves identifying all tables within a given spread-
sheet and determining their respective ranges. The
spreadsheet will feature a visually rich design con-
taining several tables scattered throughout, each po-
tentially featuring a unique structure. Variability in
the layout and structure of multiple tables contains
rich visual information greatly complicating the
task by obscuring table boundaries. Spreadsheet
table detection is a horizontal and enabling task
benefiting various intelligent features in spread-
sheet softwares. Therefore, We employ this critical
task in our work to assess the extent to how vi-
sual information influences the ability of VLMs to
comprehend spreadsheets.
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Figure 2: Illustration of spreadsheet-to-image settings.

4 Methodology

4.1 Dataset Construction

In order to study the spreadsheet understanding
capabilities of VLMs such as GPT-4V and Gem-
ini (Team et al., 2023), we convert the spreadsheet
dataset (Dong et al., 2019) into images using the
Microsoft Office Interop Excel library 1 without
any human labeling efforts. Then we can simply
reverse the dataset to get image-spreadsheet pairs.

Next, to probe the differences for VLMs to un-
derstand image spreadsheets under various image
settings, we propose three processing methods on
the input spreadsheet shown as Figure. 2. They
are column width adjustment, style change, and
address augment, respectively.

Column Width Adjustment: Since the column
width effect the maximum number of characters
displayed in each cell, if the column width is too
small, the content between multiple cells will be
very compact, making it difficult for the model
(or even humans) to distinguish it. If the column
width is too large, space will be wasted. Therefore,
we come up with a setting that adjusts the column
width based on the text length, but if the text length
is too long, we limit it to the first 15 characters.

Style Change: Spreadsheet style attributes
mainly include background color and various font
properties such as bold, italic, fill color, and size.
These styling elements serve specific functions, for
instance, background color often groups similar
data, while font color and bolding emphasize im-
portant details. These styles provide distinct vi-
sual cues within the spreadsheet. To minimize the
influence of these stylistic elements on the under-

1https://github.com/microsoft/Windows-Packaging-
Samples/tree/master/OfficeInterop/Excel.Interop

Figure 3: The prompt of OCR task.

standing of VLMs, it’s necessary to standardize
these attributes: removing background colors and
bold formatting from each cell, setting font color
to black, and using a consistent font type and size,
such as Calibri at 12pt, etc.

Address Augment: In spreadsheets, cell con-
tents typically serve the sole purpose of storing
data. However, a comprehensive understanding
of the spreadsheet requires grasping the spatial re-
lationships and format correspondences between
cells. Existing VLMs may struggle to robustly cap-
ture these precise spatial relationships. To address
this, we propose a new setting that incorporates
cell address information alongside the cell content.
That is, we explicitly concatenate the cell address
(e.g., "A1") with its value (e.g., "day"), using a
comma to separate them. This results in a fashion
like "A1, day."

4.2 Optical Character Recognition

We instruct the VLM to sequentially decode the
text of each cell in the spreadsheet image, moving
from top to bottom and left to right, while omitting
cells that contain null values. Figure. 3 provides a
prompt example.

Evaluation Method: We adopt two kinds of
evaluation method, Strict and longest common sub-
string (LCS). As shown in Figure. 4, the LCS ar-
gorithm is uesd to find the longest common sub-
sequence between the predicted sequence and the
ground truth sequence. It helps to effectively alle-
viate the problem of poor performance caused by
missing some cells in the output and can test the
OCR ability of the VLMs to the greatest extent.

Figure 4: The difference between LCS matching and
Strict matching.
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Figure 5: The prompt for vanilla experiment of spatial
position perception task.

4.3 Spatial Position Perception

We prompt the VLMs to recognize the spatial po-
sitions of specified cells ensuring that each cell
value and its address correspond uniquely. Fig-
ure. 5 provides a prompt for vanilla experiment,
other prompts see Appendix A.

Specifically, we input a spreadsheet image along
with a list of randomly shuffled cell values into the
VLMs. Then, we prompt the VLMs to output the
address corresponding to each value. It is important
to note that for the vanilla, colwidth adjust, and
style change experiments, the input image does not
contain cell addresses. Therefore, the addresses
output by the VLMs should be composed of the
row and column indices of the cell, in the form
"2,3". In contrast, the address augment experiment
outputs addresses in the form "C2".

4.4 Visual Format Recognition

We have defined six specific cell formats: top bor-
der, bottom border, left border, right border, bold
font, and fill color. For each format, we instruct
the VLMs to identify and output the addresses of
all cells that exhibit the specified format. Figure. 6
provides a prompt for vanilla experiment, other
prompts see Appendix A.

This experiment is similar to the spatial position
perception experiment. The addresses output by
the vanilla and colwidth adjust experiments should
be composed of the row and column indices of the
cell in the form "1,2", while the address augment
experiment outputs addresses in the form "B1".

4.5 Spreadsheet Table Detection

We instruct VLMs to detect all table ranges from
spreadsheet images. Figure. 7 provides a prompt
for vanilla experiment, other prompts see Ap-
pendix A.

By convention, contiguous cell ranges are repre-
sented by the addresses of the upper left and lower

Figure 6: The prompt for vanilla experiment of visual
format recognition task.

right cells, separated by ":", and cells are referenced
by their column and row indices, e.g., "A4:D120".
However, when presenting a spreadsheet as an im-
age input to the VLMs, the image may lack the
ability to deduce the cell addresses. To address
this challenge, we propose a novel approach where
the VLMs directly decode the contents of the four
boundaries of the table. Subsequently, these de-
coded contents are mapped to a conventional ad-
dresses using our proposed method as introduced
in the follow paragraph.

Specifically, except for the address augment ex-
periment, which can directly output a range in the
form "A4:D120," the other experiments output the
result by decoding the four boundaries.

Mapping Algorithm: Consider a spreadsheet
S comprising m rows and n columns, where each
cell is represented by ci,j , with i and j denoting
its row and column index, respectively, within the
spreadsheet.

S =




c1,1 c1,2 · · · c1,n
c2,1 c2,2 · · · c2,n

...
...

. . .
...

cm,1 cm,2 · · · cm,n


 (1)

By allowing the model to decode the four bound-
aries of all tables, we obtain the model’s prediction
result denoted as Predict = [T1, T2, ...]. Among
them, Ti means the predicted four boundaries of
the i-th table, that is,

Ti =





Bt : [c1, c2, . . . , ct],
Bb : [c1, c2, . . . , cb],
Bl : [c1, c2, . . . , cl],
Br : [c1, c2, . . . , cr]





(2)

Among them, Bt, Bb, Bl and Br repre-
sent the contents of top_border, bottom_border,
left_border and right_border respectively. For
top_border and bottom_border, we can map it to the
most likely row index in the spreadsheet through
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algorithm 1. For left_border and right_border, we
only need to transpose them and do the same. Fi-
nally, after we obtain the row/column index corre-
sponding to each predicted border, we process it
into a region such as “A1:D9”.

Algorithm 1: Map the content of a specific
row to the corresponding row index.
Input :The border content B predicted by

the model and the contents S of
the spreadsheet.

Initialize the origin confidence Conf to
0.8.;

Initial the result index res to −1.;
for i = 1 to |S| do

if |S[i]| ≥ |B| then
tList← S[i];
sList← B;

end
else

tList← B;
sList← S[i];

end
sCnt← |sList|;
tCnt← |tList|;
for j = 1 to tCnt do

if j + shortCnt > tCnt then
Break;

end

cConf ←
∑sCnt

k=1 (sList[k]==tList[k])
sCnt ;

if cConf ≥ Conf then
res← i;
Conf ← cConf ;

end
end

end
Output : the result index res.

5 Experiment Setting

We conducted experiments using GPT-4V (2024-
02-15 preview) (Achiam et al., 2023) and Gem-
ini (1.5-pro lateset until 2024-05-16) (Team et al.,
2023). To ensure consistent experimental param-
eters, we set the generation temperature for both
GPT-4V and Gemini-pro to 0.7, top_p to 0.95, and
max_output_token to 4096.

Due to GPT-4V’s input image restric-
tions—specifically, that the image file size
must be less than 4MB and the resolution must

Figure 7: Zero-shot prompt for vanilla images decoding
four boundaries on spreadsheet table detection task.

be between 50 × 50 and 10, 000 × 10, 000
pixels—we filtered 76 images from the test dataset
of TableSense (Dong et al., 2019) to meet these
criteria. For each experiment, we evaluate the
models using precision, recall, and F1, repeating
each experiment three times and taking the average
results.

6 Experiment Result

6.1 Performance of Optical Character
Recognition

Table. 1 presents the OCR task results of GPT-4V
and Gemini-pro, calculated using both Strict and
LCS matching methods. From the table, we can
observe:

1) Both GPT-4V and Gemini-pro are generally
capable of accurately recognizing the content in
spreadsheet images. Specifically, the best perfor-
mance of GPT-4V and Gemini-pro can reach F1
scores of 79.59% and 81.85%, respectively, demon-
strating their strong ability to recognize content in
a two-dimensional grid.

2) For both GPT-4V and Gemini-pro, the per-
formance of LCS matching far exceeds that of
Strict matching, indicating that they tend to miss
some cells or predict misalignments during per-
forming OCR task, causing almost all predictions
to be incorrect from the first missed cell in Strict
matching. Specifically, GPT-4V’s F1 scores under
LCS matching are higher than Strict matching by
54.98%, 62.63%, and 52.98% and Gemini-pro’s F1
scores under LCS matching are higher by 66.51%,
65.16%, and 66.9% for the three different inputs,
respectively.

3) Preprocessing spreadsheets by adjusting col-
umn width significantly enhances the OCR capabil-
ities of VLMs on spreadsheet images, but further
preprocessing with style change does not improve
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%
Strict match LCS match

Precision Recall F1 Precision Recall F1

GPT-4V
Vanilla 14.78 12.68 13.65 74.32 63.74 68.63
ColWidth Adjust 17.87 15.24 16.96 83.87 75.74 79.59
Style Change 27.44 25.54 26.46 82.40 76.69 79.44

Gemini-pro
Vanilla 9.26 8.08 8.63 80.61 70.39 75.14
ColWidth Adjust 16.13 13.03 14.42 89.03 71.94 79.58
Style Change 16.40 13.74 14.95 89.80 75.20 81.85

Table 1: Precision, recall and F1 results of GPT-4V and Gemini-pro on OCR task. Among them, colwidth adjust is
the processing operation of column width adjustment.

the OCR performance of VLMs. Specifically, ad-
justing column width can increase GPT-4V’s F1
scores by 3.31% and 10.96% in the Strict match
and LCS match methods, respectively, and increase
Gemini-pro’s F1 scores by 5.79% and 4.44% in the
Strict match and LCS match methods, respectively.

4) Gemini-pro’s OCR capability on spreadsheet
images is slightly stronger than that of GPT-4V.
Specifically, in the vanilla and style change ex-
periments, Gemini-pro’s F1 scores are 6.51% and
2.41% higher than those of GPT-4V, respectively.

Finally, we analyze the results of GPT4-V on a
case in detail in Appendix B.1.

% Precision Recall F1

GPT-4V

Vanilla number 12.44 12.37 12.41
ColWidth Adjust number 13.45 13.35 13.39
Style Change number 12.16 12.14 12.15
Address Augment address 48.87 49.09 48.97

Gemini-pro

Vanilla number 16.72 18.00 17.33
ColWidth Adjust number 14.29 15.40 14.82
Style Change number 16.75 18.13 17.41
Address Augment address 83.66 87.53 85.55

Table 2: Precision, recall and F1 results of GPT-4V and
Gemini-pro on spatial position perception task.

% Precision Recall F1

GPT-4V Vanilla number 24.97 11.69 15.79
ColWidth Adjust number 24.31 11.07 14.77
Address Augment address 28.88 13.28 17.83

Gemini-pro Vanilla number 35.27 13.28 17.53
ColWidth Adjust number 35.09 12.69 16.93
Address Augment address 41.93 16.78 22.19

Table 3: Precision, recall and F1 results of GPT-4V and
Gemini-pro on visual format recognition task.

6.2 Performance of Spatial Position
Perception

Table 2 shows the results of GPT-4V and Gemini-
pro in performing spatial position perception tasks.
Analyzing the results in Table 2, we first observe
that GPT-4V and Gemini-pro perform poorly in
the vanilla, colwidth adjust, and style change ex-
periments. This underperformance is attributed
to the three types of experiments demanding that
the VLMs count the rows and columns in the
spreadsheet. However, the boundaries of rows and
columns in the spreadsheet are often unclear due to
the lack of borders or the presence of line breaks
that cause content overlap (e.g., "A5", "C3", etc. in
Figure. 1).

Secondly, we noted that although preprocess-
ing spreadsheets with address augment can sig-
nificantly enhance the performance of both GPT-
4V and Gemini-pro, since address augment allows
VLMs to fully utilize their OCR capabilities, GPT-
4V does not achieve the same level of OCR perfor-
mance as Gemini-pro. This suggests that GPT-4V
may not understand the task prompts as thoroughly
as Gemini-pro.

In addition, we observe that in the four types of
experiments, Gemini-pro outperform GPT-4V in
F1 scores by 4.92%, 1.43%, 5.26%, and 36.58%,
respectively, indicating that Gemini-pro has a
stronger spatial position perception capability in
spreadsheet image tasks.

Finally, we analyze the results of GPT4-V on a
case in detail in Appendix B.2.

6.3 Performance of Visual Format
Recognition

Table 3 presents the results of GPT-4V and Gemini-
pro in testing their ability to recognition the visual

122



%
Zero-Shot One-Shot Trained

Precision Recall F1 Precision Recall F1 Precision Recall F1

GPT-4V
Vanilla four 52.38 10.23 17.11 49.29 8.66 14.68 - - -
ColWidth Adjust four 49.43 17.49 25.79 48.72 15.10 23.05 - - -
Address Augment range 9.26 14.85 11.41 14.60 13.86 14.22 - - -

Gemini-pro
Vanilla four 25.96 18.40 21.53 35.82 6.98 11.67 - - -
ColWidth Adjust four 26.66 22.40 24.33 26.93 7.03 11.15 - - -
Address Augment range 9.08 19.94 12.47 7.62 15.55 10.00 - - -

TableSense Text Input - - - - - - 80.21 76.24 78.17

Table 4: Precision, recall and F1 results of GPT-4V, Gemini-pro and TableSense (Dong et al., 2019) on spreadsheet
table detection task.

format information in spreadsheet images. The
results indicate that the best F1 scores for GPT-
4V and Gemini-pro across multiple experiments
are only 17.83% and 22.19%, respectively. This
demonstrates that their ability to comprehend for-
mat information in images is quite poor and that
they cannot deeply understand images by combin-
ing format information as humans do. Therefore,
this is an area where VLMs need improvement in
the future. Additionally, in two types of exper-
iments, Gemini-pro’s F1 scores are higher than
GPT-4V’s by 1.74%, 2.16% and 4.36%, respec-
tively, indicating that Gemini-pro again has a slight
edge over GPT-4V in this aspect.

Then, we analyze the results of GPT4-V on a
case in detail in Appendix B.3.

6.4 Performance of Spreadsheet Table
Detection

The results of GPT-4V and Gemini-pro for the
spreadsheet table detection task are shown in Ta-
ble 4. Firstly, we can see that the F1 scores ob-
tained by having the VLMs decode the four bound-
aries and then applying our proposed mapping
algorithm are significantly higher than those ob-
tained by directly outputting the address range (e.g.,
"A1:C10"). Specifically, GPT-4V’s zero-shot per-
formance is 5.7% and 14.38% higher, and Gemini-
pro’s is 9.06% and 11,86% higher,respectively,
which can be attributed to their excellent OCR ca-
pabilities.

Secondly, both GPT-4V and Gemini-pro fall sig-
nificantly short when compared to TableSense, with
the closest F1 result still being 52.38% lower. How-
ever, it is worth noting that TableSense inputs in-
puts serialized text from the spreadsheet, whereas
the VLMs we are exploring take images as input.
This indicates that there is a long way to go in

continuously improving VLMs to achieve results
comparable to text input.

Moreover, we observed an anomalous result: the
one-shot results of GPT-4V and Gemini-pro are
generally worse than their zero-shot results. This
might be due to the complex structure of spread-
sheets, where providing an example can lead VLMs
to favor outputs with structures similar to the ex-
ample, resulting in misjudgments.

Finally, we analyze the results of GPT4-V on a
case in detail in Appendix B.4.

7 Conclusion and Future Work

In this paper, we develop a suite of probing tasks
aimed at evaluating the critical capabilities of
VLMs in OCR, comprehension of formatting de-
tails, and recognition of spatial positioning within
spreadsheet images. Our findings demonstrate that
while VLMs possess strong OCR capabilities, they
are prone to cell omission and prediction misalign-
ment during OCR tasks on spreadsheet images.
Furthermore, their spatial perception is insufficient,
as they struggle to accurately determine the row
and column numbers of cells in a two-dimensional
spreadsheet grid. Surprisingly, VLMs cannot com-
prehend visual formats well like humans. Addi-
tionally, we introduce a spreadsheet table detection
task designed to thoroughly assess the ability of
VLMs to interpret spreadsheet images effectively.
However, the performance of this task falls short of
that achieved by existing SOTA method, indicating
that processing and comprehending spreadsheets
remains a significant challenge.

Future research could focus on handling larger
spreadsheet images and segmenting these spread-
sheets without compromising the integrity of their
format and spatial relationships. Despite these chal-
lenges, the potential benefits of treating spread-
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sheets as images are substantial. In this paper, we
have proposed methods that can massively generate
spreadsheet-image pairs, and under our proposed
settings, we can control various challenges. Uti-
lizing these methods to generate large amounts of
data, we train open-source large models to enhance
their understanding of structured data on grids, fur-
ther advancing the comprehensive capabilities of
large models towards AGI.
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A Prompt Examples

Figure. 8 shows the prompt for address augment
experiment in spatial position perception task; Fig-
ure. 9 shows the prompt for address augment exper-
iment in visual format recognition task; Figure. 10
shows the prompt for spreadsheet table detection
task under different experiment setting and output
format.

Figure 8: The prompt for address augment experiments
of spatial position perception task.

Figure 9: The prompt for address augment experiments
of visual format recognition task.

B Case Study

B.1 A case of OCR task

In order to deeply explore the impact of different re-
constructed spreadsheet images on GPT-4V’s OCR
capabilities, we will analyze the case shown in Fig-
ure. 12 in detail.

First, by comparing the results of Figure. 12a
and Figure. 12b, we can clearly find that not ad-
justing the column width in the spreadsheet will
cause the OCR capability of GPT-4V to drop signif-
icantly. This is due to the fact that the cell content
in many spreadsheets will not be fully displayed
when the column width is not adjusted, and there
may be overlap or coverage between adjacent cells,
as shown in Figure. 12a.

Secondly, by observing these three pictures, we
will find that GPT-4V has insufficient positioning
capabilities when performing OCR, resulting in

(a) The zero-shot prompt for outputting ranges in vanilla ex-
periments.

(b) The zero-shot prompt for outputting ranges in address
augment experiments.

(c) The one-shot prompt for decoding four boundaries in
vanilla experiments

(d) The one-shot prompt for outputting ranges in address
augment experiments.

Figure 10: The prompt of spreadsheet table detection
task.

some cells being missed or misplaced during the
prediction process. For example, GPT-4V’s pre-
diction results for the three pictures in Figure. 12
ignore the first two lines of the spreadsheet, and in
both Figure. 12b and Figure. 12c, GPT-4V predicts
"Aronowitz, Alan" to "713-858-7795" After, but
actually it should be in front.

B.2 A case of spatial position perception task

Figure. 11 presents a tangible example evaluating
GPT-4V’s proficiency in spatial position awareness
within spreadsheet environments. Upon scrutiny,
it’s apparent that even in relatively straightforward
scenarios, both vanilla and style change experi-
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(a) Vanilla

(b) Style Change

(c) Address Augment

Figure 11: An example of GPT-4V on spatial position
perception task. The content marked in red indicates the
LCS match error prediction

ments reveal GPT-4V’s inadequate performance in
accurately predicting position. While GPT-4V ef-
fectively forecasts column positions for most cells,
it consistently struggles with row positions, con-
sistently displaying an offset. This issue becomes
more pronounced in the presence of empty rows,
leading to inaccuracies in subsequent cell position
predictions.

In contrast, the address augment experiment
showcases a comparatively better performance by
GPT-4V. This improvement can be attributed to
its impressive OCR capabilities, allowing it to ac-
curately identify and pair cell addresses with their
corresponding values within a single cell.

B.3 A case of visual format recognition task

The case depicted in Figure. 14 presents the out-
comes of GPT-4V’s analysis under vanilla and ad-
dress augment experiments. Examination of these
results reveals GPT-4V’s limited grasp of format in-
formation in both scenarios, indicating its potential
inability to comprehend spreadsheet format details

akin to humans, likely due to image encoding con-
straints. Upon meticulous scrutiny of GPT-4V’s
outputs, a discernible trend emerges: it tends to fol-
low imaginary rules to identify locations featuring
specific formats. For instance, under the vanilla ex-
periment, GPT-4V consistently identifies the three-
line area spanning from "1,1: 1,6", "2,1:2,6", and
"6,1:6,6" for bottom borders. Similarly, under the
address agument condition, it consistently outputs
areas such as "A1:F1", "A5:F5", and "A7:F7" rep-
resenting top borders.

B.4 A case of spreadsheet table detection task
In order to explore the performance of GPT-4V
on the spreadsheet table detection task, We will
analyze the case in detail.

First, by analyzing Figure. 14a, we can find that
the reason why one-shot effect is worse than zero-
shot effect is that the example we give always have
inevitable biases, which will induce the VLMs
to make wrong judgments, even worse than the
VLMs’ own judgment under zero-shot setting. Fur-
thermore, VLMs have serious hallucination prob-
lems so in one-shot experiments settings, there is
always a tendency to output example answers as
part of the results.

Second, by comparing predictions in Figure. 14b,
we can find that the GPT-4V makes an error to
directly output the address of the table range, while
GPT-4V correctly output the values on the four
boundaries of the table. According to the previous
experiment results, we learn that the VLMs has
poor spatial perception of spreadsheet images, so
it’s hard for them to infer the address of table ranges
accurately. In contrast, VLMs has quite strong
OCR capabilities, which allow to decode the cell
values on the table boundaries.
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(a) Vanilla

(b) ColWidth Adjust

(c) Style Change

Figure 12: An example of GPT-4V on OCR task. Due
to space limitations, only the contents of the first 15
cells are shown. The content marked in red indicates
the LCS match error prediction.

(a) Vanilla

(b) Address Augment

Figure 13: An example of GPT-4V on visual format
recognition task. The content marked in red indicates
the wrong predictions.

(a) zeroshot vs. oneshot

(b) four vs. range

Figure 14: An example of GPT-4V on spreadsheet table
detection task. The red color represents the wrong pre-
dictions.
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